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Why isn’t pre-training enough?

The discussion is followed by an extensive survey of an expanding body of literature related to the topic. The survey is
organized into sections that outline the framework of RLHF. Starting with a high-level overview of Large Language
Models (LLMs), the survey systematically covers various aspects:

• Different types of human (and non-human) feedback (Section 7.3),
• The training methods in RLHF (Section 7.6),
• Alternative approaches that do not rely on RL or reward models (Section 7.9).

This structure aims to provide a comprehensive overview of the extensive landscape of works that have contributed to
the remarkable success of RLHF.

2 Motivation: Eliminating Objective Mismatch in Pre-Trained Language Models

Large pre-trained language models (PLMs) are massive neural networks that are trained on a huge corpus of texts
using a self-supervised learning objective. Originally utilized for representation learning [Devlin et al. 2019; Liu et al.
2019] with encoder-only models, recent research, particularly influenced by Brown et al. [2020], has shifted its focus
towards training PLMs to directly generate answers for textual problems. State-of-the-art PLMs typically employ an
auto-regressive transformer architecture [Vaswani et al. 2017] and are trained with a causal language modeling objective.
These models implicitly capture a conditional probability distribution ⇡✓, reflecting the likelihood of sampling the next
token after observing a sequence of previous tokens. The probability of a text sequence x := (x1, . . . , xT ), under this
model is denoted as Pr(x;⇡✓) =

Q
T�1
t=1 ⇡✓(xt+1 | xt, . . . , x1). The model is trained to estimate the pre-training data

generating probability distribution over text sequences by minimizing the (forward) KL divergence between the model’s
data-generating distribution and the pre-training data distribution, denoted by Ppre-train(·).

min
✓

DKL(Ppre-train(x) || Pr(x;⇡✓)) = min
✓

Ex⇠Ppre-train [logPpre-train(x)]� Ex⇠Ppre-train [log Pr(x;⇡✓)]. (1)

The first term, representing the entropy of Ppre-train, is independent of ✓ and can be disregarded during optimization.
Consequently, the objective simplifies to the following cross-entropy minimization form:

min
✓

�Ex⇠Ppre-train [log Pr(x;⇡✓)]. (2)

The expectation is approximated using samples from an unsupervised pretraining text corpus D, which comprises text
sequences sampled from Ppre-train. This leads us to the following objective:

min
✓
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t=1

log ⇡✓(xt+1 | xt, . . . , x1). (3)

The remarkable property about PLMs lies in the contrast between the simplicity of the training recipe and the remarkable
results that they deliver [Brown et al. 2020]. Simply capturing language statistics along with scaling up the number of
trainable parameters, endows PLMs with robust semantic representations, vast commonsense knowledge, and strong
pattern-following capabilities. However, for adopting PLMs to assist humans with tasks that require an understanding
of human intentions and the ability to follow instructions, the simple training recipe of PLMs is insufficient. These
models demonstrate a shallow understanding of human intentions, often generating undesirable outputs, including
incorrect facts or conveying biased and toxic opinions.

Fundamentally, PLMs suffer from an objective mismatch problem: the training-time objective of capturing language
statistics does not necessarily align with the deployment-time objective of fulfilling a human user’s specific goals.
Eliminating this mismatch at first glance seems feasible: just train PLMs to optimize for the user objective. Unfortunately,
for many tasks, it is impossible to express the user objective as an optimization target. For example, when a user’s
objective pertains to eliciting humorous responses, establishing specific criteria for objectively evaluating the humor in
a generated response becomes an inherently challenging task.

There are currently two primary ways to deal with the problem: the behaviorist approach and the cognition-driven
approach. The behaviorist approach, implemented by supervised fine-tuning (SFT), aims to replicate observable
behaviors that humans perceive as desirable without explicit consideration of the underlying user objective. For instance,
if a user desires good summaries of articles, this approach trains a model to imitate examples of good summaries
without explicitly defining the criteria for a good summary. In contrast, the cognition-driven approach, implemented
by reinforcement learning from human feedback (RLHF), aims to uncover the underlying user objective that governs
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How to “align”

An active area of research

Two main strategies we’ll discuss: Instruction fine-tuning and Reinforcement 
Learning from Human Feedback (RLHF)
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ABSTRACT

This paper explores a simple method for improving the zero-shot learning abilities
of language models. We show that instruction tuning—finetuning language models
on a collection of datasets described via instructions—substantially improves zero-
shot performance on unseen tasks.

We take a 137B parameter pretrained language model and instruction tune it on
over 60 NLP datasets verbalized via natural language instruction templates. We
evaluate this instruction-tuned model, which we call FLAN, on unseen task types.
FLAN substantially improves the performance of its unmodified counterpart and
surpasses zero-shot 175B GPT-3 on 20 of 25 datasets that we evaluate. FLAN even
outperforms few-shot GPT-3 by a large margin on ANLI, RTE, BoolQ, AI2-ARC,
OpenbookQA, and StoryCloze. Ablation studies reveal that number of finetuning
datasets, model scale, and natural language instructions are key to the success of
instruction tuning.

Target

Input (Commonsense Reasoning)

keep stack of pillow cases in fridge

Inference on unseen task type

Finetune on many tasks (“instruction-tuning”)

…

Translate this sentence to 
Spanish: 
The new office building 
was built in less than three 
months.

Input (Translation)

El nuevo edificio de oficinas 
se construyó en tres meses.

Target

Input (Natural Language Inference)

It is not possible to tell
FLAN Response

Coreference resolution tasks

Sentiment analysis tasks

GPT-3 175B zero shot GPT-3 175B few-shot FLAN 137B zero-shot

Performance 
on unseen 
task types

Natural language inference

42.9
53.2 56.2

Reading Comprehension

63.7
72.6

77.4

Closed-Book QA

49.8
55.7 56.6

Here is a goal: Get a cool sleep on 
summer days. 
How would you accomplish this goal? 
OPTIONS: 
-Keep stack of pillow cases in fridge. 
-Keep stack of pillow cases in oven.

Premise: At my age you will probably 
have learnt one lesson. 
Hypothesis: It's not certain how many 
lessons you'll learn by your thirties. 
Does the premise entail the hypothesis? 
OPTIONS: 
-yes     -it is not possible to tell      -no

Figure 1: Top: overview of instruction tuning and FLAN. Instruction tuning finetunes a pretrained
language model on a mixture of tasks phrased as instructions. At inference time, we evaluate on
an unseen task type; for instance, we could evaluate the model on natural language inference (NLI)
when no NLI tasks were seen during instruction tuning. Bottom: performance of zero-shot FLAN,
compared with zero-shot and few-shot GPT-3, on three unseen task types where instruction tuning
improved performance substantially out of ten we evaluate. NLI datasets: ANLI R1–R3, CB, RTE.
Reading comprehension datasets: BoolQ, MultiRC, OBQA. Closed-book QA datasets: ARC-easy,
ARC-challenge, NQ, TriviaQA.

⇤Lead contributors. Author contributions listed at end of paper.
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1 INTRODUCTION

Language models (LMs) at scale, such as GPT-3 (Brown et al., 2020), have been shown to perform
few-shot learning remarkably well. They are less successful at zero-shot learning, however. For
example, GPT-3’s zero-shot performance is much worse than few-shot performance on tasks such as
reading comprehension, question answering, and natural language inference. One potential reason
is that, without few-shot exemplars, it is harder for models to perform well on prompts that are not
similar to the format of the pretraining data.

In this paper, we explore a simple method to improve the zero-shot performance of large language
models, which would expand their reach to a broader audience. We leverage the intuition that NLP
tasks can be described via natural language instructions, such as “Is the sentiment of this movie review
positive or negative?” or “Translate ‘how are you’ into Chinese.” We take a pretrained language
model of 137B parameters and perform instruction tuning—finetuning the model on a mixture of
more than 60 NLP datasets expressed via natural language instructions. We refer to this resulting
model as FLAN, for Finetuned Language Net.

To evaluate the zero-shot performance of FLAN on unseen tasks, we group NLP datasets into clusters
based on their task types and hold out each cluster for evaluation while instruction tuning FLAN
on all other clusters. For example, as shown in Figure 1, to evaluate FLAN’s ability to perform
natural language inference, we instruction tune the model on a range of other NLP tasks such as
commonsense reasoning, translation, and sentiment analysis. As this setup ensures that FLAN has
not seen any natural language inference tasks in instruction tuning, we then evaluate its ability to
perform zero-shot natural language inference.

Our evaluations show that FLAN substantially improves the zero-shot performance of the base
137B-parameter model. FLAN’s zero-shot also outperforms 175B-parameter GPT-3’s zero-shot on 20
of 25 datasets that we evaluate, and even outperforms GPT-3’s few-shot by a large margin on ANLI,
RTE, BoolQ, AI2-ARC, OpenbookQA, and StoryCloze. In ablation studies, we find that increasing
the number of task clusters in instruction tuning improves performance on unseen tasks and that the
benefits of instruction tuning emerge only with sufficient model scale.

Instruction tuning is a simple method that, as depicted in Figure 2, combines appealing aspects
of both the pretrain–finetune and prompting paradigms by using supervision via finetuning to
improve language model’s responses to inference-time text interactions. Our empirical results
demonstrate promising abilities of language models to perform tasks described purely via instructions.
Source code for loading the instruction tuning dataset used for FLAN is publicly available at
https://github.com/google-research/flan.

(A) Pretrain–finetune (BERT, T5)

Finetune on 
task A

Inference 
on task A

Pretrained 
LM

• Typically requires many 
task-specific examples 

• One specialized model 
for each task

(B) Prompting (GPT-3)

Inference 
on task A

Pretrained 
LM

Improve performance 
via few-shot prompting 
or prompt engineering

Pretrained  
LM

(C) Instruction tuning (FLAN)

Instruction-tune on 
many tasks:  
B, C, D, …

Inference 
on task A

Inference on 
unseen task

Model learns to perform 
many tasks via natural 
language instructions

Figure 2: Comparing instruction tuning with pretrain–finetune and prompting.

2 FLAN: INSTRUCTION TUNING IMPROVES ZERO-SHOT LEARNING

The motivation of instruction tuning is to improve the ability of language models to respond to NLP
instructions. The idea is that by using supervision to teach an LM to perform tasks described via
instructions, the LM will learn to follow instructions and do so even for unseen tasks. To evaluate
performance on unseen tasks, we group datasets into clusters by task type and hold out each task
cluster for evaluation while instruction tuning on all remaining clusters.
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2.1 TASKS & TEMPLATES

As creating an instruction tuning dataset with many tasks from scratch would be resource-intensive,
we transform existing datasets from the research community into an instructional format. We
aggregate 62 text datasets that are publicly available on Tensorflow Datasets, including both language
understanding and language generation tasks, into a single mixture. Figure 3 shows these datasets—
each dataset is categorized into one of twelve task clusters, for which datasets in a given cluster are
of the same task type. Descriptions, sizes, and examples of each dataset are shown in Appendix G.

Natural language inference 
(7 datasets)

CB

ANLI (R1-R3)

MNLI
QNLI

RTE
SNLI
WNLI

Commonsense 
(4 datasets)

HellaSwag
CoPA

PiQA

StoryCloze

Sentiment 
(4 datasets)

Sent140
IMDB

SST-2
Yelp

Struct to text 
(4 datasets)

DART

CommonGen

E2ENLG
WEBNLG

Closed-book QA 
(3 datasets)

NQ

ARC (easy/chal.)

TQA

Coreference 
(3 datasets)

Winogrande
DPR

WSC273

Translation 
(8 datasets)

ParaCrawl EN/ES

ParaCrawl EN/DE

ParaCrawl EN/FR

WMT-16 EN/CS

WMT-16 EN/DE

WMT-16 EN/FI    

WMT-16 EN/RO

WMT-16 EN/RU

WMT-16 EN/TR

Summarization 
(11 datasets)

AG News
AESLC

CNN-DM
Gigaword

Multi-News
Newsroom

Opin-Abs: iDebate

Opin-Abs: Movie

SamSum
Wiki Lingua EN

XSum

Reading comp. 
(5 datasets)

DROP
BoolQ

MultiRC

OBQA

SQuAD

Paraphrase 
(4 datasets)

QQP
MRPC

PAWS
STS-B

Read. comp. w/ 
commonsense 

(2 datasets)

CosmosQA
ReCoRD

Misc. 
(7 datasets)

QuAC
CoQA

WIC

TREC
CoLA
Math

Fix Punctuation (NLG)

Figure 3: Datasets and task clusters used in this paper (NLU tasks in blue; NLG tasks in teal).

For each dataset, we manually compose ten unique templates that use natural language instructions
to describe the task for that dataset. While most of the ten templates describe the original task, to
increase diversity, for each dataset we also include up to three templates that “turned the task around,”
(e.g., for sentiment classification we include templates asking to generate a movie review). We
then instruction tune a pretrained language model on the mixture of all datasets, with examples in
each dataset formatted via a randomly selected instruction template for that dataset. Figure 4 shows
multiple instruction templates for a natural language inference dataset.

Entailment 
Not entailment

Russian cosmonaut Valery Polyakov 
set the record for the longest 
continuous amount of time spent in 
space, a staggering 438 days, 
between 1994 and 1995.

Premise

Russians hold the record for the 
longest stay in space.

Hypothesis

Target Options:  
- yes 
- no

<premise> 
Can we infer the following? 
<hypothesis> 
<options>

Template 2

Template 1
<premise> 
Based on the paragraph 
above, can we conclude that 
<hypothesis>? 
<options>

Read the following and 
determine if the hypothesis can 
be inferred from the premise:  
Premise: <premise> 
Hypothesis: <hypothesis> 
<options>

Template 3

Template 4, …

Figure 4: Multiple instruction templates describing a natural language inference task.

2.2 EVALUATION SPLITS

We are interested in how FLAN performs on tasks not seen in instruction tuning, and so it is crucial to
define what counts as an unseen task. Whereas some prior work defines unseen tasks by disallowing
the same dataset to appear in training, we use a more conservative definition that leverages the
task clusters from Figure 3. In this work, we only consider dataset D unseen at evaluation time
if no datasets from any task clusters that D belongs to were seen during instruction tuning. For
instance, if D is an entailment task, then no entailment datasets appeared in instruction tuning, and
we instruction-tuned on all other clusters.1 Hence, to evaluate zero-shot FLAN on c task clusters, we
instruction tune c models, where each model holds out a different task cluster for evaluation.

1When evaluating on the read. comp. with commonsense cluster, both read. comp. and commonsense
reasoning were dropped from instruction tuning. Conversely, the read. comp. with commonsense cluster was
not used for instruction tuning when evaluating on read. comp. or commonsense reasoning. We also drop the
paraphrase cluster from instruction tuning when evaluating on NLI tasks and vice-versa.
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FINETUNED LANGUAGE MODELS ARE ZERO-SHOT
LEARNERS
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ABSTRACT

This paper explores a simple method for improving the zero-shot learning abilities
of language models. We show that instruction tuning—finetuning language models
on a collection of datasets described via instructions—substantially improves zero-
shot performance on unseen tasks.

We take a 137B parameter pretrained language model and instruction tune it on
over 60 NLP datasets verbalized via natural language instruction templates. We
evaluate this instruction-tuned model, which we call FLAN, on unseen task types.
FLAN substantially improves the performance of its unmodified counterpart and
surpasses zero-shot 175B GPT-3 on 20 of 25 datasets that we evaluate. FLAN even
outperforms few-shot GPT-3 by a large margin on ANLI, RTE, BoolQ, AI2-ARC,
OpenbookQA, and StoryCloze. Ablation studies reveal that number of finetuning
datasets, model scale, and natural language instructions are key to the success of
instruction tuning.

Target

Input (Commonsense Reasoning)

keep stack of pillow cases in fridge

Inference on unseen task type

Finetune on many tasks (“instruction-tuning”)

…

Translate this sentence to 
Spanish: 
The new office building 
was built in less than three 
months.

Input (Translation)

El nuevo edificio de oficinas 
se construyó en tres meses.

Target

Input (Natural Language Inference)

It is not possible to tell
FLAN Response

Coreference resolution tasks

Sentiment analysis tasks

GPT-3 175B zero shot GPT-3 175B few-shot FLAN 137B zero-shot

Performance 
on unseen 
task types

Natural language inference

42.9
53.2 56.2

Reading Comprehension

63.7
72.6

77.4

Closed-Book QA

49.8
55.7 56.6

Here is a goal: Get a cool sleep on 
summer days. 
How would you accomplish this goal? 
OPTIONS: 
-Keep stack of pillow cases in fridge. 
-Keep stack of pillow cases in oven.

Premise: At my age you will probably 
have learnt one lesson. 
Hypothesis: It's not certain how many 
lessons you'll learn by your thirties. 
Does the premise entail the hypothesis? 
OPTIONS: 
-yes     -it is not possible to tell      -no

Figure 1: Top: overview of instruction tuning and FLAN. Instruction tuning finetunes a pretrained
language model on a mixture of tasks phrased as instructions. At inference time, we evaluate on
an unseen task type; for instance, we could evaluate the model on natural language inference (NLI)
when no NLI tasks were seen during instruction tuning. Bottom: performance of zero-shot FLAN,
compared with zero-shot and few-shot GPT-3, on three unseen task types where instruction tuning
improved performance substantially out of ten we evaluate. NLI datasets: ANLI R1–R3, CB, RTE.
Reading comprehension datasets: BoolQ, MultiRC, OBQA. Closed-book QA datasets: ARC-easy,
ARC-challenge, NQ, TriviaQA.

⇤Lead contributors. Author contributions listed at end of paper.
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2.1 TASKS & TEMPLATES

As creating an instruction tuning dataset with many tasks from scratch would be resource-intensive,
we transform existing datasets from the research community into an instructional format. We
aggregate 62 text datasets that are publicly available on Tensorflow Datasets, including both language
understanding and language generation tasks, into a single mixture. Figure 3 shows these datasets—
each dataset is categorized into one of twelve task clusters, for which datasets in a given cluster are
of the same task type. Descriptions, sizes, and examples of each dataset are shown in Appendix G.

Natural language inference 
(7 datasets)

CB

ANLI (R1-R3)

MNLI
QNLI

RTE
SNLI
WNLI

Commonsense 
(4 datasets)

HellaSwag
CoPA

PiQA

StoryCloze

Sentiment 
(4 datasets)

Sent140
IMDB

SST-2
Yelp

Struct to text 
(4 datasets)

DART

CommonGen

E2ENLG
WEBNLG

Closed-book QA 
(3 datasets)

NQ

ARC (easy/chal.)

TQA

Coreference 
(3 datasets)

Winogrande
DPR

WSC273

Translation 
(8 datasets)

ParaCrawl EN/ES

ParaCrawl EN/DE

ParaCrawl EN/FR

WMT-16 EN/CS

WMT-16 EN/DE

WMT-16 EN/FI    

WMT-16 EN/RO

WMT-16 EN/RU

WMT-16 EN/TR

Summarization 
(11 datasets)

AG News
AESLC

CNN-DM
Gigaword

Multi-News
Newsroom

Opin-Abs: iDebate

Opin-Abs: Movie

SamSum
Wiki Lingua EN

XSum

Reading comp. 
(5 datasets)

DROP
BoolQ

MultiRC

OBQA

SQuAD

Paraphrase 
(4 datasets)

QQP
MRPC

PAWS
STS-B

Read. comp. w/ 
commonsense 

(2 datasets)

CosmosQA
ReCoRD

Misc. 
(7 datasets)

QuAC
CoQA

WIC

TREC
CoLA
Math

Fix Punctuation (NLG)

Figure 3: Datasets and task clusters used in this paper (NLU tasks in blue; NLG tasks in teal).

For each dataset, we manually compose ten unique templates that use natural language instructions
to describe the task for that dataset. While most of the ten templates describe the original task, to
increase diversity, for each dataset we also include up to three templates that “turned the task around,”
(e.g., for sentiment classification we include templates asking to generate a movie review). We
then instruction tune a pretrained language model on the mixture of all datasets, with examples in
each dataset formatted via a randomly selected instruction template for that dataset. Figure 4 shows
multiple instruction templates for a natural language inference dataset.

Entailment 
Not entailment

Russian cosmonaut Valery Polyakov 
set the record for the longest 
continuous amount of time spent in 
space, a staggering 438 days, 
between 1994 and 1995.

Premise

Russians hold the record for the 
longest stay in space.

Hypothesis

Target Options:  
- yes 
- no

<premise> 
Can we infer the following? 
<hypothesis> 
<options>

Template 2

Template 1
<premise> 
Based on the paragraph 
above, can we conclude that 
<hypothesis>? 
<options>

Read the following and 
determine if the hypothesis can 
be inferred from the premise:  
Premise: <premise> 
Hypothesis: <hypothesis> 
<options>

Template 3

Template 4, …

Figure 4: Multiple instruction templates describing a natural language inference task.

2.2 EVALUATION SPLITS

We are interested in how FLAN performs on tasks not seen in instruction tuning, and so it is crucial to
define what counts as an unseen task. Whereas some prior work defines unseen tasks by disallowing
the same dataset to appear in training, we use a more conservative definition that leverages the
task clusters from Figure 3. In this work, we only consider dataset D unseen at evaluation time
if no datasets from any task clusters that D belongs to were seen during instruction tuning. For
instance, if D is an entailment task, then no entailment datasets appeared in instruction tuning, and
we instruction-tuned on all other clusters.1 Hence, to evaluate zero-shot FLAN on c task clusters, we
instruction tune c models, where each model holds out a different task cluster for evaluation.

1When evaluating on the read. comp. with commonsense cluster, both read. comp. and commonsense
reasoning were dropped from instruction tuning. Conversely, the read. comp. with commonsense cluster was
not used for instruction tuning when evaluating on read. comp. or commonsense reasoning. We also drop the
paraphrase cluster from instruction tuning when evaluating on NLI tasks and vice-versa.
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Abstract

How well can NLP models generalize to a va-
riety of unseen tasks when provided with task
instructions? To address this question, we first
introduce SUPER-NATURALINSTRUCTIONS,1
a benchmark of 1,616 diverse NLP tasks and
their expert-written instructions. Our collec-
tion covers 76 distinct task types, including but
not limited to classification, extraction, infill-
ing, sequence tagging, text rewriting, and text
composition. This large and diverse collec-
tion of tasks enables rigorous benchmarking of
cross-task generalization under instructions—
training models to follow instructions on a sub-
set of tasks and evaluating them on the remain-
ing unseen ones.
Furthermore, we build Tk-INSTRUCT, a trans-
former model trained to follow a variety of in-
context instructions (plain language task defi-
nitions or k-shot examples). Our experiments
show that Tk-INSTRUCT outperforms existing
instruction-following models such as Instruct-
GPT by over 9% on our benchmark despite be-
ing an order of magnitude smaller. We further
analyze generalization as a function of various
scaling parameters, such as the number of ob-
served tasks, the number of instances per task,
and model sizes. We hope our dataset and
model facilitate future progress towards more
general-purpose NLP models.2

1 Introduction

The NLP community has witnessed great progress
in building models for generalization to unseen
tasks via in-context instructions (Mishra et al.,

1SUPER-NATURALINSTRUCTIONS represents a super-
sized expansion of NATURALINSTRUCTIONS (Mishra et al.,
2022b) which had 61 tasks.

2The dataset, models, and a leaderboard can be found at
https:// instructions.apps.allenai.org.

} Co-first authors | Co-second authors

• Input: “Context: … ‘That's fantastic, I'm glad we came to 
something we both agree with.’ Utterance: ‘Me too. I hope you 
have a wonderful camping trip.’”
• Output: “Yes”
• Explanation: “The participant engages in small talk when wishing 

their opponent to have a wonderful trip.”

• Input: “Context: … ‘Sounds good, I need food the most, what is 
your most needed item?!’ Utterance: ‘My item is food too’.”
• Output: “Yes”
• Explanation: “The utterance only takes the negotiation forward 

and there is no side talk. Hence, the correct answer is ‘No’.” 

Definition
“... Given an utterance and recent dialogue context containing past 3
utterances (wherever available), output ‘Yes’ if the utterance
contains the small-talk strategy, otherwise output ‘No’. Small-talk is
a cooperative negotiation strategy. It is used for discussing topics
apart from the negotiation, to build a rapport with the opponent.”

Task Instruction

• Input: “Context: … ‘I am excited to spend time 
with everyone from camp!’ Utterance: ‘That’s 
awesome! I really love being out here with my 
son. Do you think you could spare some food?’ ”
• Expected Output: “Yes”

Positive Examples

Negative Examples

Evaluation Instances

Tk-Instruct

Figure 1: An example task from SUP-NATINST
adopted from Chawla et al. (2021). A successful model
is expected to use the provided instructions (including
task definition and demonstration examples) to output
responses to a pool of evaluation instances.

2022b; Sanh et al., 2022; Wei et al., 2022) using
large pretrained language models (Raffel et al.,
2020; Brown et al., 2020). As remarkable as mod-
els like InstructGPT (Ouyang et al., 2022) are, the
contribution of various design choices to their suc-
cess is opaque. In particular, the role of super-
vised data has remained understudied due to lim-
ited data released by the corporate entities behind
major models. In addition, it is nearly impossible
for the research community to extend and re-train
these gigantic models. Addressing these two chal-
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Resource → SUP-NATINST
(this work)

NATINST
(Mishra et al., 2022b)

CROSSFIT
(Ye et al., 2021)

PROMPTSOURCE
(Bach et al., 2022)

FLAN
(Wei et al., 2022)

INSTRUCTGPT
(Ouyang et al., 2022)

Has task instructions? 3 3 7 3 3 3
Has negative examples? 3 3 7 7 7 7
Has non-English tasks? 3 7 7 7 3 3
Is public? 3 3 3 3 3 7
Number of tasks 1616 61 269 176 62 –
Number of instructions 1616 61 – 2052 620 14378
Number of annotated tasks types 76 6 13 13⇤ 12 10
Avg. task definition length (words) 56.6 134.4 – 24.8 8.2 –

Table 1: A comparison of SUP-NATINST to a few notable datasets in the field. We obtain the number of tasks,
instructions, and task types of other datasets from their original paper. “–” indicates the fields are not applicable or
unknown. Standards for categorizing task types vary across different datasets (see Fig. 2). *PROMPTSOURCE does
not provide task type annotation for all their tasks, for which we report only the 13 task types annotated for training
T0 (Sanh et al., 2022) instead.
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(a) SUP-NATINST (this work)

(b) NATINST (c) PROMPTSOURCE (T0 subset)

(d) FLAN (e) INSTRUCTGPT

Figure 2: Compared to other datasets, SUP-NATINST covers a more diverse range of task types. InstructGPT
reports a very coarse categorization of their task types. Bubble size represents the number of tasks of each type in
log scale.

lenges necessitates the availability of large-scale
public benchmarks of a broad range of NLP tasks
and their instructions to facilitate developing and
evaluating models that can generalize to unseen
tasks.

In this paper, we construct a meta-dataset (i.e.,
dataset of datasets; Triantafillou et al., 2019) that
consists of a wide variety of NLP tasks with their
instructions, and train a model that can perform
a new task given the instruction, outperforming
InstructGPT (which uses 16⇥ more parameters).

Our dataset, SUPER-NATURALINSTRUCTIONS
(SUP-NATINST for short), is a large benchmark of
1,616 NLP tasks and their natural language instruc-
tions. It brings in a diverse variety of tasks—76
broad task types spanning 55 different languages.
Each task is paired up with an instruction that con-
sists of the task definition for mapping an input text

to a task output and several examples for demon-
strating the desired or undesired output (see Fig.1
as an example task). These tasks and their instruc-
tions are contributed by 88 NLP practitioners, in
response to our public call. These contributions are
consolidated after several rounds of peer-review
and crowdsourced feedback to ensure quality. Hav-
ing this diverse and large-scale data enables us
to carefully split the tasks into training and test
sets and systematically study how state-of-the-art
methods perform on them. Table 1 and Figure 2
highlight properties of SUP-NATINST compared to
relevant benchmarks, emphasizing the diversity of
tasks and instruction types in our benchmark.

Our model, Tk-INSTRUCT, is a generative
model for transforming task inputs given declar-
ative in-context instructions (task definition or k-
shot examples). It is built by multi-task training

Supernatural Instructions

https://instructions.apps.allenai.org/
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Figure 5: Scaling trends of models performance (§7.1) as a function of (a) the number of training tasks; (b) the
number of instances per training task; (c) model sizes. x-axes are in log scale. The linear growth of model
performance with exponential increase in observed tasks and model size is a promising trend. Evidently, the
performance gain from more instances is limited.

Table 4: Performance (ROUGE-L) of models trained and evaluated with various encodings. Diagonal numbers
(underlined) represent performances of models trained and evaluated with the same instruction encoding. Each
encoding is a combination of the elements in the instructions (Fig. 1). Task ID is a short string composed of
dataset name and task category; Def represents the task definition; Pos (k) represents k positive examples; Neg
(k) represents k negative examples; Expl represents explanation. These results (a) show the gains from various
instructional elements, and (b) indicate surprising reliability of the models to various input encoding. A
model trained with definition and positive examples (i.e., the last row) remains robust for different encodings.

Tuning larger models with instructions consis-
tently lead to gains. We study the effect of model
scaling by initializing Tk-INSTRUCT from differ-
ent sizes of pretrained T5 checkpoints, including
the small, base, large, xl and xxl sizes (Fig. 5c). We
found that increasing the model sizes consistently
bring significant improvement (log-linearly with
parameter size). This finding contradicts the claim
in Xu et al. (2022) that “model size has little im-
pact on performance with an extremely large num-
ber of tasks.” Combining Fig. 5(a) and Fig. 5(c),
one can create a correspondence between model
size and task size. For example, a T5-large model
trained with 757 tasks can achieve comparable per-
formance (48.0 ROUGE-L) to the T5-3B model
trained with 128 tasks (48.4 ROUGE-L), indicating
that increasing the diversity of training tasks is an
alternative to scaling model sizes.

7.2 Instructing with Different Elements

We evaluate the performance of Tk-INSTRUCT un-
der different instructional elements.
Benefit of different instructional elements. As
shown in Fig. 1, SUP-NATINST provides multiple
elements for instructing a task. We train multiple
models with different combinations of these ele-
ments. The diagonal cells of Table 4 show the
performance of our models when trained and eval-
uated on a particular instruction encoding. Based
on the diagonal numbers, including the task defi-
nition consistently helps the model to generalize
better. Moreover, combining the task definition
with positive demonstration examples yields fur-
ther improvement. However, adding more demon-
stration examples is negligible. Negative examples
help a little bit; explanations decrease performance,
which is consistent with the observations of Mishra
et al. (2022b) and Lampinen et al. (2022) when
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Abstract

How well can NLP models generalize to a va-
riety of unseen tasks when provided with task
instructions? To address this question, we first
introduce SUPER-NATURALINSTRUCTIONS,1
a benchmark of 1,616 diverse NLP tasks and
their expert-written instructions. Our collec-
tion covers 76 distinct task types, including but
not limited to classification, extraction, infill-
ing, sequence tagging, text rewriting, and text
composition. This large and diverse collec-
tion of tasks enables rigorous benchmarking of
cross-task generalization under instructions—
training models to follow instructions on a sub-
set of tasks and evaluating them on the remain-
ing unseen ones.
Furthermore, we build Tk-INSTRUCT, a trans-
former model trained to follow a variety of in-
context instructions (plain language task defi-
nitions or k-shot examples). Our experiments
show that Tk-INSTRUCT outperforms existing
instruction-following models such as Instruct-
GPT by over 9% on our benchmark despite be-
ing an order of magnitude smaller. We further
analyze generalization as a function of various
scaling parameters, such as the number of ob-
served tasks, the number of instances per task,
and model sizes. We hope our dataset and
model facilitate future progress towards more
general-purpose NLP models.2

1 Introduction

The NLP community has witnessed great progress
in building models for generalization to unseen
tasks via in-context instructions (Mishra et al.,

1SUPER-NATURALINSTRUCTIONS represents a super-
sized expansion of NATURALINSTRUCTIONS (Mishra et al.,
2022b) which had 61 tasks.

2The dataset, models, and a leaderboard can be found at
https:// instructions.apps.allenai.org.

} Co-first authors | Co-second authors

• Input: “Context: … ‘That's fantastic, I'm glad we came to 
something we both agree with.’ Utterance: ‘Me too. I hope you 
have a wonderful camping trip.’”
• Output: “Yes”
• Explanation: “The participant engages in small talk when wishing 

their opponent to have a wonderful trip.”

• Input: “Context: … ‘Sounds good, I need food the most, what is 
your most needed item?!’ Utterance: ‘My item is food too’.”
• Output: “Yes”
• Explanation: “The utterance only takes the negotiation forward 

and there is no side talk. Hence, the correct answer is ‘No’.” 

Definition
“... Given an utterance and recent dialogue context containing past 3
utterances (wherever available), output ‘Yes’ if the utterance
contains the small-talk strategy, otherwise output ‘No’. Small-talk is
a cooperative negotiation strategy. It is used for discussing topics
apart from the negotiation, to build a rapport with the opponent.”

Task Instruction

• Input: “Context: … ‘I am excited to spend time 
with everyone from camp!’ Utterance: ‘That’s 
awesome! I really love being out here with my 
son. Do you think you could spare some food?’ ”
• Expected Output: “Yes”

Positive Examples

Negative Examples

Evaluation Instances

Tk-Instruct

Figure 1: An example task from SUP-NATINST
adopted from Chawla et al. (2021). A successful model
is expected to use the provided instructions (including
task definition and demonstration examples) to output
responses to a pool of evaluation instances.

2022b; Sanh et al., 2022; Wei et al., 2022) using
large pretrained language models (Raffel et al.,
2020; Brown et al., 2020). As remarkable as mod-
els like InstructGPT (Ouyang et al., 2022) are, the
contribution of various design choices to their suc-
cess is opaque. In particular, the role of super-
vised data has remained understudied due to lim-
ited data released by the corporate entities behind
major models. In addition, it is nearly impossible
for the research community to extend and re-train
these gigantic models. Addressing these two chal-
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Abstract

Instruction fine-tuning has recently emerged as a promising approach for improving
the zero-shot capabilities of Large Language Models (LLMs) on new tasks. This
technique has shown particular strength in improving the performance of modestly
sized LLMs, sometimes inducing performance competitive with much larger model
variants. In this paper we ask two questions: (1) How sensitive are instruction-
tuned models to the particular phrasings of instructions, and, (2) How can we make
them more robust to such natural language variation? To answer the former, we
collect a set of 319 instructions manually written by NLP practitioners for over 80
unique tasks included in widely used benchmarks, and we evaluate the variance
and average performance of these instructions as compared to instruction phrasings
observed during instruction fine-tuning. We find that using novel (unobserved)
but appropriate instruction phrasings consistently degrades model performance,
sometimes substantially so. Further, such natural instructions yield a wide variance
in downstream performance, despite their semantic equivalence. Put another
way, instruction-tuned models are not especially robust to instruction re-phrasings.
We propose a simple method to mitigate this issue by introducing “soft prompt”
embedding parameters and optimizing these to maximize the similarity between
representations of semantically equivalent instructions. We show that this method
consistently improves the robustness of instruction-tuned models. 1

1 Introduction

Large Language Models (LLMs) have come to dominate NLP, in part because they enable zero-
and few-shot adaptation to new tasks via prompting [3; 4; 10; 37]. Recent work has demonstrated
the promise of fine-tuning such models with natural language instructions. Such instruction-tuning

improves LLM performance in zero- and few-shot settings, sometimes dramatically, especially for
“mid-sized” models [5; 22]. For example, on some benchmarks the instruction-tuned Flan-T5-XL
(3B parameters) [5] outperforms GPT-3 (175B), despite being dramatically smaller. Furthermore,
LLaMa-7B [27]—after being fine-tuned on large-scale corpora on the Alpaca [26] instruction set—
outperforms GPT-3 across a range of NLP benchmarks.

1The code and instructions are publicly available at: https://github.com/jiudingsun01/InstructionEval

Preprint. Under review.
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In the following, please note …
Extract all names from the below text …Summarize the following text 

Given the task definition and input, reply with output. In this task, you are given a 
multiple-choice question and you have to pick the correct option.
Answer with option indexes (i.e., "A", "B", "C", and "D")

The numen of Augustus referred to which of the following characteristics? 
(A) Divine power (B) Sexual virility (C) Military acumen (D) Philosophical intellect
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Given the task definition and input, reply with output. In this task, you are given a multiple-choice 
question and you have to pick the correct option.
Answer with option indexes (i.e., "A", "B", "C", and "D")

Deserts are in extremely dry environments, so liquids will naturally be 
(A) rainbow (B) plentiful (C) meager (D) talented
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The following is a multiple-choice question that requires expert-level domain knowledge. 
Please select the correct answer to the question below from the options “A”, “B”, “C”, or “D” 
after carefully examining each answer.

Deserts are in extremely dry environments, so liquids will naturally be 
(A) rainbow (B) plentiful (C) meager (D) talented
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Figure 1: How well do models trained on instruction-tuning datasets generalize to novel instructions
(unobserved in training)? Our analysis suggests that they do not do so very well. Above we show a
case where pairing an example with an observed instruction yields the correct output, while providing
a distinct but semantically equivalent instruction produces an incorrect response. We propose and
evaluate a simple method that improves this.

These empirical successes have motivated efforts to curate instruction-augmented task collections for
meta-learning [31; 33; 33], and research into improving instruction-tuning [17; 34; 24]. In this work
we investigate how robust instruction-tuned models are. More specifically, we ask: How sensitive are
instruction-tuned LMs to shifts in instruction phrasings at test time? This is particularly important
given that the primary motivation of instruction tuning is to facilitate zero-shot adaptation via natural
language instruction: If models are overly sensitive to the particular phrasing of a task instruction it
may greatly limit their utility in practice.

Prior work—reviewed at length in Section 2—has established that LLMs do not seem to intuitively
“understand” prompts [32; 12; 38], but these efforts did not consider instruction-tuned models
specifically. Recent, contemporaneous work to ours [8] investigated the robustness of instruction-
tuned models, and found that instruction-tuned T5 [23] is robust to instruction perturbations in
few-shot settings, but less so in zero-shot application. We contribute a more in-depth analysis of this
phenomena across a much wider set of instruction-tuned models and benchmarks. We also introduce
and evaluate a method for improving the robustness of such models, with promising results.

More specifically, we collect a relatively large set of task instructions manually composed by NLP
researchers; these are valid instructions but distinct from those found in the Flan collection. We
then assess the performance of LLMs fine-tuned on the Flan collection instruction set when given
these novel instructions on two benchmarks: MMLU [9] and BBL [25]. We find that using novel
instructions in zero-shot application degrades accuracy considerably (Figure 1 illustrates this). For
example, comparing the performance of Flan-T5 XXL when using (a) instructions that were seen
in training to (b) semantically equivalent but unobserved in training, we observe a 6.9 point drop in
absolute performance on average across large benchmarks.

Our main contributions are summarized as follows. (1) We perform a comprehensive and in-
depth analysis of the robustness of instruction-tuned LLMs across three “families” of such models
(Flan-T5 [33], Alpaca [26], and T0 [24]) using large benchmarks [9; 25]. For this we collect a
large set of new task instructions manually composed by researchers in NLP; we will release this
dataset to facilitate additional work on instruction robustness. We observe substantial performance
degradation when using “novel” (unseen in training) instructions. (2) We propose a simple method to
improve robustness by imposing an objective encouraging LLMs to induce similar representations
for semantically equivalent instructions. We find that this consistently improves the performance
realized when using novel but appropriate task instructions.
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Abstract
Instruction-tuned Large Language Models
(LLMs) can perform a wide range of tasks
given natural language instructions to do so,
but they are sensitive to how such instructions
are phrased. This issue is especially concern-
ing in healthcare, as clinicians are unlikely to
be experienced prompt engineers and the po-
tential consequences of inaccurate outputs are
heightened in this domain.
This raises a practical question: How robust are
instruction-tuned LLMs to natural variations
in the instructions provided for clinical NLP
tasks? We collect prompts from medical doc-
tors across a range of tasks and quantify the sen-
sitivity of seven LLMs—some general, others
specialized—to natural (i.e., non-adversarial)
instruction phrasings. We find that performance
varies substantially across all models, and that—
perhaps surprisingly—domain-specific models
explicitly trained on clinical data are especially
brittle, compared to their general domain coun-
terparts. Further, arbitrary phrasing differences
can affect fairness, e.g., valid but distinct in-
structions for mortality prediction yield a range
both in overall performance, and in terms of
differences between demographic groups.

1 Introduction
Modern LLMs—e.g. GPT-3.5+ (Radford et al.,
2019; Ouyang et al., 2022), the FLAN series
(Chung et al., 2022), Alpaca (Taori et al., 2023),
Mistral (Jiang et al., 2023)—can execute arbitrary
tasks zero-shot, i.e., provided with only instruc-
tions rather than explicit training examples. LLMs
have also shown promising improvements in per-
formance on classification and information extrac-
tion (IE) tasks, such as named entity recognition
(Brown et al., 2020; Munnangi et al., 2024) and
relation extraction (Wadhwa et al., 2023a; Ashok
and Lipton, 2023; Jiang et al., 2024) in both gen-
eral and specialized domains like biomedical and

*Equal contribution

Figure 1: How much does LLM performance on clinical
tasks depend on the arbitrary phrasings of instructions?
Here we show an illustrative example: Discrepancy in
AUROC score for CLINICAL CAMEL on the cohort
selection-alcohol abuse classification task, when given
the worst (A) and the best (B) performing prompts for
ALCOHOL-ABUSE classification task.

scientific literature (Agrawal et al., 2022; Wadhwa
et al., 2023b; Asada and Fukuda, 2024).

However, prior work has shown that LLMs do
not “understand” prompts (Webson and Pavlick,
2022) and are sensitive to the particular phrasings
of instructions (Lu et al., 2022; Sun et al., 2023).
Domain experts in specialized domains such as
medicine are especially likely to interact with mod-
els by providing instructions (i.e., in zero-shot set-
tings), and are unlikely to be talented prompt engi-
neers. For instance, a clinician might task a model
to “Extract and summarize the findings of the pa-
tient’s last X-ray”, or ask “When did the patient
last receive a painkiller?”. It is unrealistic to fine-
tune models for every possible such task; hence the
appeal of models responsive to arbitrary prompts.
A downside, however, is that a clinician’s partic-
ular phrasing may dramatically affect model per-
formance (Figure 1). Such unpredictability is espe-
cially troublesome in healthcare, where poor per-
formance might ultimately impact patient health.

In this work we ask: How sensitive are LLMs—
general and domain-specific—to plausible in-
struction phrasing variations for clinical tasks?
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Human preferences

Often more natural to elicit preferences between pairs of outputs than to 
provide explicit examples

For instance, if we want LLMs to generate “more polite” or less biased outputs, 
difficult to write a bunch of examples explicitly demonstrating these things: 
Easier to show two examples and ask which is “more polite”



(Reinforcement) Learning from 
Human Feedback

1 Collect human feedback

“j is better than k” “j is better than k”

A Reddit post is 
sampled from 
the Reddit 
TL;DR dataset.

Various policies 
are used to 
sample a set of 
summaries.

Two summaries 
are selected for 
evaluation.

A human judges 
which is a better 
summary of the 
post.

2 Train reward model

One post with 
two summaries 
judged by a 
human are fed 
to the reward 
model.

The reward 
model 
calculates a 
reward r for 
each summary.

The loss is 
calculated based 
on the rewards 
and human label, 
and is used to 
update the 
reward model.

3 Train policy with PPO

A new post is 
sampled from the 
dataset.

The reward 
model calculates 
a reward for the 
summary.

The reward is 
used to update 
the policy via 
PPO.

r r

r

π

rj

loss = log(σ(rj - rk ))

rk

The policy π 
generates a 
summary for the 
post.

r

j

j

k

k

Figure 2: Diagram of our human feedback, reward model training, and policy training procedure.

We provide a more thorough description of our procedure, including details of the reward model and
policy training and our quality control process, in the following sections. In practice, rather than
precisely iterating this sequence of three steps, we updated our data collection and training procedures
over the course of the project while accumulating labels (see Appendix C.6 for details).

3.2 Datasets and task

Datasets. We use the TL;DR summarization dataset [63], which contains ~3 million posts from
reddit.com across a variety of topics (subreddits), as well summaries of the posts written by the
original poster (TL;DRs). We additionally filter this dataset (see Appendix A) to ensure quality,
including using a whitelist of subreddits that are understandable to the general population. Crucially,
we also filter to include only posts where the human-written summaries contain between 24 and
48 tokens, to minimize the potential effect of summary length on quality (see Section 4.1 and
Appendix F). Our final filtered dataset contains 123,169 posts, and we hold out ~5% as a validation
set. For the remainder of this paper, we refer to this dataset simply as TL;DR.

We chose the TL;DR dataset over the more commonly used CNN/DM dataset primarily because
very strong performance can be attained on CNN/DM with simple extractive baselines. We find in
Section 4.2 that our labelers prefer lead-3 over the CNN/DM reference summaries,5 and that the
supervised T5 model [49] with low-temperature sampling already surpasses the reference summary
quality, while copying extensively from the article. On the other hand, simple extractive baselines
perform poorly on TL;DR in our human evaluations (see Appendix G.2). Instead of training on
CNN/DM, we study the transfer performance of our human feedback models to CNN/DM after being
trained to summarize Reddit posts.

Task. We define our ground-truth task as producing a model that generates summaries fewer than
48 tokens long that are as good as possible, according to our judgments. We judge summary quality
by how faithfully the summary conveys the original post to a reader who can only read the summary
and not the post (see Appendix C.5 for further discussion of criteria). Since we have limited capacity
to do comparisons, we hire labelers to do the comparisons for us. We rely on detailed procedures to
ensure high agreement between labelers and us on the task, which we describe in the next section.

5We manually check this result in Appendix E and find we generally agree with labeler ratings.
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Abstract

As language models become more powerful, training and evaluation are increas-
ingly bottlenecked by the data and metrics used for a particular task. For example,
summarization models are often trained to predict human reference summaries and
evaluated using ROUGE, but both of these metrics are rough proxies for what we
really care about—summary quality. In this work, we show that it is possible to
significantly improve summary quality by training a model to optimize for human
preferences. We collect a large, high-quality dataset of human comparisons be-
tween summaries, train a model to predict the human-preferred summary, and use
that model as a reward function to fine-tune a summarization policy using reinforce-
ment learning. We apply our method to a version of the TL;DR dataset of Reddit
posts [63] and find that our models significantly outperform both human reference
summaries and much larger models fine-tuned with supervised learning alone. Our
models also transfer to CNN/DM news articles [22], producing summaries nearly
as good as the human reference without any news-specific fine-tuning.2 We con-
duct extensive analyses to understand our human feedback dataset and fine-tuned
models.3 We establish that our reward model generalizes to new datasets, and that
optimizing our reward model results in better summaries than optimizing ROUGE
according to humans. We hope the evidence from our paper motivates machine
learning researchers to pay closer attention to how their training loss affects the
model behavior they actually want.

1 Introduction

Large-scale language model pretraining has become increasingly prevalent for achieving high per-
formance on a variety of natural language processing (NLP) tasks. When applying these models
to a specific task, they are usually fine-tuned using supervised learning, often to maximize the log
probability of a set of human demonstrations.

While this strategy has led to markedly improved performance, there is still a misalignment between
this fine-tuning objective—maximizing the likelihood of human-written text—and what we care
about—generating high-quality outputs as determined by humans. This misalignment has several
causes: the maximum likelihood objective has no distinction between important errors (e.g. making
up facts [41]) and unimportant errors (e.g. selecting the precise word from a set of synonyms); models

⇤This was a joint project of the OpenAI Reflection team. Author order was randomized amongst {LO, JW,
DZ, NS}; CV and RL were full-time contributors for most of the duration. PC is the team lead.

2Samples from all of our models can be viewed on our website.
3We provide inference code for our 1.3B models and baselines, as well as a model card and our human

feedback dataset with over 64k summary comparisons, here.

34th Conference on Neural Information Processing Systems (NeurIPS 2020), Vancouver, Canada.
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Supervised learning

Human feedback

Pretrain only

Reference summaries

Figure 1: Fraction of the time humans prefer our models’ summaries over the human-generated
reference summaries on the TL;DR dataset.4Since quality judgments involve an arbitrary decision
about how to trade off summary length vs. coverage within the 24-48 token limit, we also provide
length-controlled graphs in Appendix F; length differences explain about a third of the gap between
feedback and supervised learning at 6.7B.

are incentivized to place probability mass on all human demonstrations, including those that are
low-quality; and distributional shift during sampling can degrade performance [56, 52]. Quality can
often be improved significantly by non-uniform sampling strategies such as beam search [51], but
these can lead to repetition and other undesirable artifacts [69, 23]. Optimizing for quality may be a
principled approach to overcoming these problems.

Our goal in this paper is to advance methods for training language models on objectives that more
closely capture the behavior we care about. To make short-term progress towards this goal, we
focus on abstractive English text summarization, as it has a long history in the NLP community
[16, 8, 54, 59, 50], and is a subjective task where we believe it is difficult to quantify summary quality
without human judgments. Indeed, existing automatic metrics for evaluating summary quality, such
as ROUGE [39], have received criticism for poor correlation with human judgments [55, 45, 6, 33].

We follow the works of [3, 73], who fine-tune language models from human feedback using reward
learning [35]. We first collect a dataset of human preferences between pairs of summaries, then train
a reward model (RM) via supervised learning to predict the human-preferred summary. Finally, we
train a policy via reinforcement learning (RL) to maximize the score given by the RM; the policy
generates a token of text at each ‘time step’, and is updated using the PPO algorithm [58] based on
the RM ‘reward’ given to the entire generated summary. We can then gather more human data using
samples from the resulting policy, and repeat the process. We follow the works of [48, 4] and use
large pretrained GPT-3 models with as many as 6.7 billion parameters.

Our main contributions are four-fold.

(1) We show that training with human feedback significantly outperforms very strong baselines
on English summarization. When applying our methods on a version of the Reddit TL;DR dataset
[63], we train policies via human feedback that produce better summaries than much larger policies
trained via supervised learning. Summaries from our human feedback models are preferred by our
labelers to the original human demonstrations in the dataset (see Figure 1).

(2) We show human feedback models generalize much better to new domains than supervised
models. Our Reddit-trained human feedback models also generate high-quality summaries of news
articles on the CNN/DailyMail (CNN/DM) dataset without any news-specific fine-tuning, almost
matching the quality of the dataset’s reference summaries. We perform several checks to ensure
that these human preferences reflect a real quality difference: we consistently monitor agreement
rates amongst labelers and researchers, and find researcher-labeler agreement rates are nearly as high
as researcher-researcher agreement rates (see Section C.2), and we verify models are not merely
optimizing simple metrics like length or amount of copying (see Appendices F and G.7).

4Throughout the paper, error bars represent 1 standard error.
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Abstract

As language models become more powerful, training and evaluation are increas-
ingly bottlenecked by the data and metrics used for a particular task. For example,
summarization models are often trained to predict human reference summaries and
evaluated using ROUGE, but both of these metrics are rough proxies for what we
really care about—summary quality. In this work, we show that it is possible to
significantly improve summary quality by training a model to optimize for human
preferences. We collect a large, high-quality dataset of human comparisons be-
tween summaries, train a model to predict the human-preferred summary, and use
that model as a reward function to fine-tune a summarization policy using reinforce-
ment learning. We apply our method to a version of the TL;DR dataset of Reddit
posts [63] and find that our models significantly outperform both human reference
summaries and much larger models fine-tuned with supervised learning alone. Our
models also transfer to CNN/DM news articles [22], producing summaries nearly
as good as the human reference without any news-specific fine-tuning.2 We con-
duct extensive analyses to understand our human feedback dataset and fine-tuned
models.3 We establish that our reward model generalizes to new datasets, and that
optimizing our reward model results in better summaries than optimizing ROUGE
according to humans. We hope the evidence from our paper motivates machine
learning researchers to pay closer attention to how their training loss affects the
model behavior they actually want.

1 Introduction

Large-scale language model pretraining has become increasingly prevalent for achieving high per-
formance on a variety of natural language processing (NLP) tasks. When applying these models
to a specific task, they are usually fine-tuned using supervised learning, often to maximize the log
probability of a set of human demonstrations.

While this strategy has led to markedly improved performance, there is still a misalignment between
this fine-tuning objective—maximizing the likelihood of human-written text—and what we care
about—generating high-quality outputs as determined by humans. This misalignment has several
causes: the maximum likelihood objective has no distinction between important errors (e.g. making
up facts [41]) and unimportant errors (e.g. selecting the precise word from a set of synonyms); models
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DZ, NS}; CV and RL were full-time contributors for most of the duration. PC is the team lead.
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3We provide inference code for our 1.3B models and baselines, as well as a model card and our human
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Let’s talk RL & PPO
[see notes]



But who wants to deal w/RL?

Direct Preference Optimization:
Your Language Model is Secretly a Reward Model

Rafael Rafailov⇤† Archit Sharma⇤† Eric Mitchell⇤†

Stefano Ermon†‡ Christopher D. Manning† Chelsea Finn†

†Stanford University ‡CZ Biohub
{rafailov,architsh,eric.mitchell}@cs.stanford.edu

Abstract

While large-scale unsupervised language models (LMs) learn broad world knowl-
edge and some reasoning skills, achieving precise control of their behavior is
difficult due to the completely unsupervised nature of their training. Existing
methods for gaining such steerability collect human labels of the relative quality of
model generations and fine-tune the unsupervised LM to align with these prefer-
ences, often with reinforcement learning from human feedback (RLHF). However,
RLHF is a complex and often unstable procedure, first fitting a reward model that
reflects the human preferences, and then fine-tuning the large unsupervised LM
using reinforcement learning to maximize this estimated reward without drifting
too far from the original model. In this paper we introduce a new parameterization
of the reward model in RLHF that enables extraction of the corresponding optimal
policy in closed form, allowing us to solve the standard RLHF problem with only a
simple classification loss. The resulting algorithm, which we call Direct Prefer-
ence Optimization (DPO), is stable, performant, and computationally lightweight,
eliminating the need for sampling from the LM during fine-tuning or performing
significant hyperparameter tuning. Our experiments show that DPO can fine-tune
LMs to align with human preferences as well as or better than existing methods.
Notably, fine-tuning with DPO exceeds PPO-based RLHF in ability to control sen-
timent of generations, and matches or improves response quality in summarization
and single-turn dialogue while being substantially simpler to implement and train.

1 Introduction

Large unsupervised language models (LMs) trained on very large datasets acquire surprising capabili-
ties [11, 7, 42, 8]. However, these models are trained on data generated by humans with a wide variety
of goals, priorities, and skillsets. Some of these goals and skillsets may not be desirable to imitate; for
example, while we may want our AI coding assistant to understand common programming mistakes
in order to correct them, nevertheless, when generating code, we would like to bias our model toward
the (potentially rare) high-quality coding ability present in its training data. Similarly, we might want
our language model to be aware of a common misconception believed by 50% of people, but we
certainly do not want the model to claim this misconception to be true in 50% of queries about it!
In other words, selecting the model’s desired responses and behavior from its very wide knowledge
and abilities is crucial to building AI systems that are safe, performant, and controllable [28]. While
existing methods typically steer LMs to match human preferences using reinforcement learning (RL),

⇤Equal contribution; more junior authors listed earlier.
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Direct Preference Optimization (DPO) says: Oh, we can just used supervised 
learning to directly optimize for preference feedback labels



where � is a parameter controlling the deviation from the base reference policy ⇡ref, namely the ini-
tial SFT model ⇡SFT. In practice, the language model policy ⇡✓ is also initialized to ⇡SFT. The
added constraint is important, as it prevents the model from deviating too far from the distri-
bution on which the reward model is accurate, as well as maintaining the generation diversity
and preventing mode-collapse to single high-reward answers. Due to the discrete nature of lan-
guage generation, this objective is not differentiable and is typically optimized with reinforce-
ment learning. The standard approach [51, 40, 1, 28] has been to construct the reward function
r(x, y) = r�(x, y)� �(log ⇡✓(y | x)� log ⇡ref(y | x)), and maximize using PPO [39].

4 Direct Preference Optimization

Motivated by the challenges of applying reinforcement learning algorithms on large-scale problems
such as fine-tuning language models, our goal is to derive a simple approach for policy optimization
using preferences directly. Unlike prior RLHF methods, which learn a reward and then optimize it
via RL, our approach leverages a particular choice of reward model parameterization that enables
extraction of its optimal policy in closed form, without an RL training loop. As we will describe
next in detail, our key insight is to leverage an analytical mapping from reward functions to optimal
policies, which enables us to transform a loss function over reward functions into a loss function
over policies. This change-of-variables approach avoids fitting an explicit, standalone reward model,
while still optimizing under existing models of human preferences, such as the Bradley-Terry model.
In essence, the policy network represents both the language model and the (implicit) reward.

Deriving the DPO objective. We start with the same RL objective as prior work, Eq. 3, under a
general reward function r. Following prior work [31, 30, 19, 15], it is straightforward to show that
the optimal solution to the KL-constrained reward maximization objective in Eq. 3 takes the form:

⇡r(y | x) = 1

Z(x)
⇡ref(y | x) exp

✓
1

�
r(x, y)

◆
, (4)

where Z(x) =
P

y ⇡ref(y | x) exp
⇣

1
� r(x, y)

⌘
is the partition function. See Appendix A.1 for a

complete derivation. Even if we use the MLE estimate r� of the ground-truth reward function r⇤, it is
still expensive to estimate the partition function Z(x) [19, 15], which makes this representation hard
to utilize in practice. However, we can rearrange Eq. 4 to express the reward function in terms of its
corresponding optimal policy ⇡r, the reference policy ⇡ref, and the unknown partition function Z(·).
Specifically, we first take the logarithm of both sides of Eq. 4 and then with some algebra we obtain:

r(x, y) = � log
⇡r(y | x)
⇡ref(y | x) + � logZ(x). (5)

We can apply this reparameterization to the ground-truth reward r⇤ and corresponding optimal model
⇡⇤. Fortunately, the Bradley-Terry model depends only on the difference of rewards between two
completions, i.e., p⇤(y1 � y2 | x) = �(r⇤(x, y1)� r⇤(x, y2)). Substituting the reparameterization
in Eq. 5 for r⇤(x, y) into the preference model Eq. 1, the partition function cancels, and we can
express the human preference probability in terms of only the optimal policy ⇡⇤ and reference policy
⇡ref. Thus, the optimal RLHF policy ⇡⇤ under the Bradley-Terry model satisfies the preference model:

p⇤(y1 � y2 | x) = 1

1 + exp
⇣
� log ⇡⇤(y2|x)

⇡ref(y2|x) � � log ⇡⇤(y1|x)
⇡ref(y1|x)

⌘ (6)

The derivation is in Appendix A.2. While Eq. 6 uses the Bradley-Terry model, we can similarly
derive expressions under the more general Plackett-Luce models [32, 23], shown in Appendix A.3.

Now that we have the probability of human preference data in terms of the optimal policy rather than
the reward model, we can formulate a maximum likelihood objective for a parametrized policy ⇡✓.
Analogous to the reward modeling approach (i.e. Eq. 2), our policy objective becomes:

LDPO(⇡✓;⇡ref) = �E(x,yw,yl)⇠D


log �

✓
� log

⇡✓(yw | x)
⇡ref(yw | x) � � log

⇡✓(yl | x)
⇡ref(yl | x)

◆�
. (7)

This way, we fit an implicit reward using an alternative parameterization, whose optimal policy is
simply ⇡✓. Moreover, since our procedure is equivalent to fitting a reparametrized Bradley-Terry

4

The objective

(w preferred to l)



Figure 2: Left. The frontier of expected reward vs KL to the reference policy. DPO provides the highest expected
reward for all KL values, demonstrating the quality of the optimization. Right. TL;DR summarization win
rates vs. human-written summaries, using GPT-4 as evaluator. DPO exceeds PPO’s best-case performance on
summarization, while being more robust to changes in the sampling temperature.

6 Experiments

In this section, we empirically evaluate DPO’s ability to train policies directly from preferences. First,
in a well-controlled text-generation setting, we ask: how efficiently does DPO trade off maximizing
reward and minimizing KL-divergence with the reference policy, compared to common preference
learning algorithms such as PPO? Next, we evaluate DPO’s performance on larger models and more
difficult RLHF tasks, including summarization and dialogue. We find that with almost no tuning
of hyperparameters, DPO tends to perform as well or better than strong baselines like RLHF with
PPO as well as returning the best of N sampled trajectories under a learned reward function. Before
presenting these results, we describe the experimental set-up; additional details are in Appendix C.

Tasks. Our experiments explore three different open-ended text generation tasks. For all experiments,
algorithms learn a policy from a dataset of preferences D =

�
x(i), y(i)w , y(i)l

 N

i=1
. In controlled

sentiment generation, x is a prefix of a movie review from the IMDb dataset [24], and the policy
must generate y with positive sentiment. In order to perform a controlled evaluation, for this
experiment we generate preference pairs over generations using a pre-trained sentiment classifier,
where p(positive | x, yw) > p(positive | x, yl). For SFT, we fine-tune GPT-2-large until convergence
on reviews from the train split of the IMDB dataset (further details in App C.1). In summarization,
x is a forum post from Reddit; the policy must generate a summary y of the main points in the
post. Following prior work, we use the Reddit TL;DR summarization dataset [43] along with human
preferences gathered by Stiennon et al.. We use an SFT model fine-tuned on human-written forum
post summaries2 with the TRLX [44] framework for RLHF. The human preference dataset was
gathered by Stiennon et al. on samples from a different, but similarly-trained, SFT model. Finally, in
single-turn dialogue, x is a human query, which may be anything from a question about astrophysics
to a request for relationship advice. A policy must produce an engaging and helpful response y to
a user’s query; we use the Anthropic Helpful and Harmless dialogue dataset [1], containing 170k
dialogues between a human and an automated assistant. Each transcript ends with a pair of responses
generated by a large (although unknown) language model along with a preference label denoting
the human-preferred response. In this setting, no pre-trained SFT model is available; we therefore
fine-tune an off-the-shelf language model on only the preferred completions to form the SFT model.

Evaluation. Our experiments use two different approaches to evaluation. In order to analyze the
effectiveness of each algorithm in optimizing the constrained reward maximization objective, in the
controlled sentiment generation setting we evaluate each algorithm by its frontier of achieved reward
and KL-divergence from the reference policy; this frontier is computable because we have acccess to
the ground-truth reward function (a sentiment classifier). However, in the real world, the ground truth
reward function is not known; therefore, we evaluate algorithms with their win rate against a baseline
policy, using GPT-4 as a proxy for human evaluation of summary quality and response helpfulness
in the summarization and single-turn dialogue settings, respectively. For summarization, we use
reference summaries in the test set as the baseline; for dialogue, we use the preferred response in the

2https://huggingface.co/CarperAI/openai_summarize_tldr_sft
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