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Backprop yields gradients for
all parameters efficiently 5 1
Cool Why did we want These

again For Gradient Descent
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Variants

Stochastic 1 instance X y per Step

Batch Sets of X Y I
Basic Gradient Descent is Myopic
in That It Zig Zags Slow Convergence
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Normalizing inputs can help a bit

A general challenge Saddle points
All done



The Importance of learning rate
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Momentum
But adjust locally EI
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keep going in direction

you've been going 18 9 e.g
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We can even anticipate where
we are going
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accumulated Tfw

This is Nesterov Momentum

See examples in Cobab

So far we have assumed a

single learning rate Q for
all parameters

Let go L We
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AdaGrad



But how to set Qi

Intuition Move Slower for params
We have updated a bunch

i j Avoids div.gg y

BSum of grads for
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Cumulative updates Stow rate

RMSProp Extends AdaGrad

by keeping a decaying agree
of the squares of Terms
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Then we divide by Tj
Adam is maybe the go To

optimizer now We Keep Two

Vars per param
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Then
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htlySimplified ignores
bias correction



Learning rate decay

Big steps to

Start Smaller
Loss Surface over Time

I
Assume noisey
Minibatches

Big a might
Jump Too much

Shrinking a at each

Step might help
I

Ipoh
decay rate



if d 1
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Can also do exponential decay
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Note on hyperparameter Tuning
Choose random Values not grid


