
 

1754440 Back propagation 2

Last Time Gradients on Computation

graphs via backprop
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For implementation each node layer
Must know how to go forward and
backward

Let's consider an example
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Generalizing Consider a feed forward
network with D layers
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In a simple fully
connected layer The

local error is Intuitive
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Efercise
Let's implement a

wacky custom layer Colab
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What do we need to Store

for Backprop each layer

Consider
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lower layers we can discard

corresponding activations


