
 

1754440 Back propagation 1

Last Time Computation graphs comprise

layers to form Networks

so

Forward pass

Yields

Today How to adjust parameters in

Computation graphs to minimize

Backprop This extends SGD L1 HW2

Consider the graph for logistic regression
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The Recipe
Build graph model w parameters W

Define differentiable L
Use to find w̅ via SGD

Problem Finding is painful

To do manually for big models

So on Use the computation graph
to auto diff via backprop

Consider a simple Scalar example
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A slightly trickier example
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Let's add a Loss Assume regression
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for This Single
layer model

1
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More interesting
when we introduce

hidden layers

See in class exercise
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see Colab

How about this NN
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