
 

544402 Computation Graphs

So far
Supervised learning

SGD for linear models
MLPs and non linear models

Today Computation Graphs as The

core abstraction for Neural Networks

The Big Idea

Models as Directed Acyclic Graphs
DAGS
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Nodes as operations possibly
identity labeled as Variables

Tensors scalars above flow along
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We care about fortard and battward

Passes Through Such graphs

Consider
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Let's build a graph for a simple

regression model Exercise See NB
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Computation graph
Loss
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See Colab



We have been Considering Scalars

but in general should Think

of Tensors
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Note That This can be

assembled dynamically i e

before a forward pass

In code each block is a

Module which is a class

We can chain These Together

see Notebook Textbook


