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Beyond Linear Models

Last Time Linear Regression from
an ML perspective i.e L SGD
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Let's see in Colab
exercise NB review



So far we have assumed
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This implies a line or hyperplane
that separates classes

But consider
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How can we address This
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But this is still linear
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So just a weirdly parameterized



linear model see Colab NB

Enter activation functions 0
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Another popular option

Rectified Linear Unit ReLU

x
if so

otherwise

x 1 if 0

otherwise

see notebook on activations

Note SoftMax
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