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Language Modeling is a kind of
Self Supervised learning often
used for pre Training
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Contextualized Word Vectors

Recall 9.30 lecture that W2V

yields embeddings of words
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Embeddings from Language Models
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Can now use ELMO
cat vectors as

features for

This works pretty well BI ELMO
is based on RNNs and so IT'S
51000000W due to Sequential processing
Enter Transformers which due

away with recurrence usingSelf attention

Vanilla
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This Movie is great

Idea Weight hidden States
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SoftMax a Ply 5

Self Attention

Generalizing Assume keys K and

queries 9

Aj S Kj 9 Q SoftMax a

QjVj
e.g Kj 9 A dot product ATTN

or sale by dims

V5 Tanh Week Wgg
MLP ATTN

Transformers
Vaswani et al 17

Replace recurrence with repeated
blocks of self attention
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Attend

Self S Kself Mattend
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See Colab exercise

In Multi headed Attention we

define L attention heads with

independent params Wf WfWe
Outputs are combined e.g
After Self Attention FFN PETE

FENCE



Add Norm

FF

nn

Hi a en l
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Another detail is add Norm
which provides a residual shortcut
and

imposes a layer norm which
is like batch norm 10 7 lecture
but Transposed



Positional encodings address The
issue of token positions why
is This needed


