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Last Time RNNs for sequences
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Gated Recurrent Units GRUS

Similar to LSTMs next but
Simpler
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Long Short Term Memory LSTM

Like GRUS use gating for long
term dependencies
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Assume batch size 1 I hidden dims
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Apply These gates to a Candidate
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Next update The Memory
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Finally the Output layer which



is a modified version of CT
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