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In practice Deep models dominate

Some history LeNet LeCon 18

But hardware data had to

Catch up



EFI Pool LNet
go In 2012 The

Conv2 time came

AlexNet won The

convz Imagenet challenge
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Residual Connections

Training gets tricky with deeper
nets Adding paths that Skip

layers can helpf x
to can add or Concat
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If we dimensions

may get out of hand

Densenet and Similar

use transition layers
which downsample feature

Maps e.g via pooling
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DIET
Another standard Trick used
while Training deep nets

Inject noise during Training as

a regularization Technique
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Batch Norm

When we covered optimizers
we discussed Normalizing
inputs for gradient descent
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Why not
Go

here too

Normalizing
a good idea

With batch norm we do this
Per batch



Assume pre activation OUTPUTS

2 at layer l so

he alze
Then

Ml 12 ol 1m Cat 295

and

IÉ amend
reasons

0 mean Unit variance but

BN provides additional flexibility
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Per layer l
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TNs for Text

Convnets Tostly used for images
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