
Factuality and LLMs



Agenda

• Introduction 

• LLMs intro 

• What is a hallucination 

• How the definition has changed — BART to LLMs  

• Two main categories of hallucinations  

• What we will focus on in this talk — context of summarization 

• Why should we care about hallucinations? 

• Factuality/LLMs and summarization 

• Summarization examples (zero-shot, before used to fine-tune models) 

• How summarization has changed in the era of GPT  

• How factuality has changed in summarization 



• Hallucination eval (humans) and limitations 

• Types : text/dialogue (include abridge work) 

• How humans Eval hallucinations  

• Exercise: Annotate 5 data points 

• Eval (automatic) and limitations 

• Rouge/BLEU  

• BERTscore  

• Models (QA/NLI) 

• Prompting  

• Models (MiniCheck, AlignScore) 

• Limitations : my recent work 

• Methods to address  

• What causes hallucinations 

• Interactive Exercise   

• Open Research Questions



Large Language Models



• Trained on more and more parameters

Source: https://huggingface.co/blog/large-language-models



• Trained on more and more data 



• Scaling pre-trained language models has led to remarkable emergent abilities 



• Scaling pre-trained language models has led to remarkable emergent abilities 

[FLAN-T5; Chung et al., 2022]

https://arxiv.org/abs/2210.11416


• LLMs have demonstrated substantial performance improvements across diverse 
NLP tasks (e.g., summarization, QA, translation). 

• However hallucination has remained one of the more significant issues in practical 
applications



What is hallucination?



• In the field of pathology and psychology hallucination is defined as follows 1: 
            “the perception of an entity or event that is absent in reality” 
 

• In the field of NLP however this term is a little more conflated. There are many 
definitions of hallucinations 

[1] Macpherson, F., & Platchias, D. (Eds.). (2013). Hallucination: Philosophy and psychology. MIT Press.



• Before LLMs a well accepted definition of hallucination was as follows:  
    “generated content that is nonsensical or unfaithful to the provided source content”

[Ji et al;2023]

https://dl.acm.org/doi/pdf/10.1145/3571730


• LLMs can produce more sophisticated hallucinations — including completely 
fabricated facts  

• The term hallucination encompasses:  

A. Factual Hallucinations :  
Discrepancy between generated content and real-world facts 

B. Faithful Hallucinations :  
Discrepancy between generated content and context 



Example

The example on the left illustrates fabricated content, where the model incorrectly provides an answer to the question of who was the first 
person to walk on the moon. The example on the right demonstrates unsupported content, where the model inaccurately generated the date 

of the Israel-Hamas conflict, shifting it from October 2023 to October 2006.

Note: For this talk we will focus on faithful hallucinations in summarization

[Huang et al;2023]

https://arxiv.org/pdf/2311.05232


Why care about hallucinations?



• Hinders performance and raises 
safety concerns in real-world 
applications 

• Misinformation  

• Risk in consequential domains 
(law, medicine) 

• Potential privacy violations 



Factuality and Summarization



Experimental Setups
• Summarization datasets typically include  

• Most popular among all to evaluate on has been news (cnn/xsum/bbc)



• Broad categorization of summarization systems is as follows 











Human Evaluation 



Proposed benchmarks for summarization 



Some annotation instructions

• Is the summary faithful to the source? 

• Is the summary factually correct based on the article provided?  

• Is the claim correct (supported by the news article) or incorrect (unsupported)? A 
claim may be incorrect because it mis-states information in the article or introduces 
new information 









Proposed new scheme
(Ongoing research)

• Intrinsic —> Contradicting 
 direct evidence that contradicts generated content 

• Extrinsic —> Unsupported 
no evidence in source of generated content 

• New: Partially supported 
Some evidence in the source to support generated content (inferences, assumptions 
etc). 



Let’s annotate!



Automatic Evaluation 



Naive n-gram overlap



Similarity Measure



QA based metrics

• QAGS 

• QAFactEval 

• QuestEval 

• FEQA



NLI based metrics

• SummaC-ZS 

• SummaC-Conv



Custom metrics — AlignScore



Custom metrics — MiniCheck

• Synthetic data generation 

• Fine-tune model on synthetic data 

• Current state-of-the-art



Challenges 

• Metrics may rely on artifacts  

• Metrics may not be transfer well to 
other domains  

• They can be gamed



Let’s code!



What causes hallucination?



• Hallucination from Data 

• Flawed data 

• Inferior Data Utilization  

• Hallucination from training 

• Pre-training 

• Architectural flaw 

• Attention glitches 

• Inadequate representations 

• Alignment issues 



Research Questions



Questions/comments?


