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So Zi is a Compressed representation of Xi
And Xi Is a reconstruction

What should our objective function be here

One perspective Maximize Variance in The
lower dimensional Space X

Leads To Cool Connection With
Eigenvalues
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We have a constrained problem Lagrangian
Opt

Re write as
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X is the eigenvalue

In general he is The first principal
Component

I bazzi bz b'IXc E IRD

P p
D dimensions 1 dimension

To Compress The information not Captured by
bz we can repeat this procedure on
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This will yield bz.bz where bz maximizes

remaining Variance

This iterative approach actually not necessary
The Eigenvectors of 5 are all we need
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Let's implement This I see In Class exercise

A probabilistic perspective on PCA
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We can use This to generate
Images from the latent space

see notebook



Projection perspective

Ii 132 B again orthonormal

Want to minimize reconstruction error
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Set to 0 Zji bjXi

A similar argument for choice of B Cbasis

can be made yielding again The M largest
Eigenvectors see reading


