
 

Lampley for estimation

Idea Parameter estimation via Simulation
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Here is a dumb algorithm to estimate 13
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The key trick
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For More Complex cases simple importance weighting
is not going to fly It would take forever
to find good 0

Can we be smarter about picking 05

Markov Chan Monte Carlo MCMC is a method
Hai tries to simulate draws from a dust of
Interest
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Transition probability from current parameters

Metropolis Hastings is a particular version of
MCMC Basically Start somewhere Then
Make a proposal Ott that you accept or

reject with some probability
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a better fit

Gibbs Sampling is a simple recipe where

we update a particular parameter 0g
Conditioned on all others
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Coming back to LDA
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For LDA we will estimate The

Probability of a specific word's topic

Assignment Conditioned on all other assignments
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Requires Integrating out 0 and 13 This is a

bit hairy but we end with
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