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Examples: Independent Events

What’s the probability of getting a sequence of 
1,2,3,4,5,6 if we roll a dice six times?



Examples: Independent Events

A school survey found that 9 out of 10 students 
like pizza. If three students are chosen at random 
with replacement, what is the probability that all 
three students like pizza?



Urns!

12 1. INTRODUCTION

give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.

Red bin Blue bin
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If I randomly pick a fruit from the red bin,  
what is the probability that I get an apple?
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Conditional Probability 
P(fruit = apple | bin = red) = 2 / 8
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Apple

Orange

Joint Probability 
P(fruit = orange , bin = blue) = ?
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.

Apple

Orange

Joint Probability 
P(fruit = orange , bin = blue) = 1 / 12



Two rules of Probability

1. Sum Rule (Marginal Probabilities) 
P(fruit = apple) =  P(fruit = apple , bin = blue) 
                             + P(fruit = apple , bin = red) 
                         =  ?
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.
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P(fruit = apple) =  ? 
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.



Two rules of Probability

1. Sum Rule (Marginal Probabilities) 
P(fruit = apple) =  P(fruit = apple , bin = blue) 
                             + P(fruit = apple , bin = red) 
                         =  3 / 12 + 2 / 12 = 5 / 12
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.
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2. Product Rule 
P(fruit = apple , bin = red) =  ?
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.



Two rules of Probability

2. Product Rule 
P(fruit = apple , bin = red) =   
    P(fruit = apple | bin = red) p(bin = red) 
    = ?
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.



Two rules of Probability

2. Product Rule 
P(fruit = apple , bin = red) =   
    P(fruit = apple | bin = red) p(bin = red) 
    = 2 / 8 * 8 / 12 = 2 / 12
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.



Two rules of Probability

2. Product Rule (reversed) 
P(fruit = apple , bin = red) =   
    P(bin = red | fruit = apple) p(fruit = apple) 
    = ?
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give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.



Two rules of Probability

2. Product Rule (reversed) 
P(fruit = apple , bin = red) =   
    P(bin = red | fruit = apple) p(fruit = apple) 
    = 2 / 5 * 5 / 12 = 2 / 12

12 1. INTRODUCTION

give us some important insights into the concepts we have introduced in the con-
text of polynomial curve fitting and will allow us to extend these to more complex
situations.

1.2. Probability Theory

A key concept in the field of pattern recognition is that of uncertainty. It arises both
through noise on measurements, as well as through the finite size of data sets. Prob-
ability theory provides a consistent framework for the quantification and manipula-
tion of uncertainty and forms one of the central foundations for pattern recognition.
When combined with decision theory, discussed in Section 1.5, it allows us to make
optimal predictions given all the information available to us, even though that infor-
mation may be incomplete or ambiguous.

We will introduce the basic concepts of probability theory by considering a sim-
ple example. Imagine we have two boxes, one red and one blue, and in the red box
we have 2 apples and 6 oranges, and in the blue box we have 3 apples and 1 orange.
This is illustrated in Figure 1.9. Now suppose we randomly pick one of the boxes
and from that box we randomly select an item of fruit, and having observed which
sort of fruit it is we replace it in the box from which it came. We could imagine
repeating this process many times. Let us suppose that in so doing we pick the red
box 40% of the time and we pick the blue box 60% of the time, and that when we
remove an item of fruit from a box we are equally likely to select any of the pieces
of fruit in the box.

In this example, the identity of the box that will be chosen is a random variable,
which we shall denote by B. This random variable can take one of two possible
values, namely r (corresponding to the red box) or b (corresponding to the blue
box). Similarly, the identity of the fruit is also a random variable and will be denoted
by F . It can take either of the values a (for apple) or o (for orange).

To begin with, we shall define the probability of an event to be the fraction
of times that event occurs out of the total number of trials, in the limit that the total
number of trials goes to infinity. Thus the probability of selecting the red box is 4/10

Figure 1.9 We use a simple example of two
coloured boxes each containing fruit
(apples shown in green and or-
anges shown in orange) to intro-
duce the basic ideas of probability.
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Bayes' Rule

Posterior Likelihood Prior

Probability of rare disease:  0.005

Probability of detection:  0.98
Probability of false positive:  0.05

Probability of disease when test positive?



Bayes' Rule

Posterior Likelihood Prior

0.98 * 0.005 + 0.05 * 0.995 = 0.0547

0.98 * 0.005 = 0.0049

0.0049 / 0.0547 = 0.089
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0.98 * 0.005 + 0.05 * 0.995 = 0.0547
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0.0049 / 0.0547 = 0.089
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Posterior Likelihood Prior

0.98 * 0.005 + 0.05 * 0.995 = 0.0547

0.98 * 0.005 = 0.0049

0.0049 / 0.0547 = 0.089



Random Variables
• Random Variable: A variable with a stochastic outcome  
 
     X = x      x  ∈ {1, 2, 3, 4, 5, 6} 

• Event: A set of outcomes 
 
     X >= 3     {3, 4, 5, 6} 

• Probability: The chance that a randomly selected  
outcome is part of an event 
 
     P(X >= 3) = 4 / 6
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Random Variables
• Random Variable: A variable with a stochastic outcome  
 
     X = x      x  ∈ {1, 2, 3, 4, 5, 6} 

• Event: A set of outcomes 
 
     X >= 3     {3, 4, 5, 6} 

• Probability: The chance that a randomly selected  
outcome is part of an event 
 
     P(X >= 3) = 4 / 6



Distribution
• A distribution maps outcomes to probabilities 
 
     P(X = x)  = 1 / 6 

• Commonly used (or abused) shorthand:  
 
     P(x)  is equivalent to  P(X = x) 



Probability Spaces
Definition: A probability space (Ω, F, P) consists of 

• A sample space Ω (i.e. the set of outcomes)

• A set of events F (i.e. the set possible sets)

• A probability measure P (maps events to probabilities)

P : F ! R
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Axioms of Probability
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Probability Spaces
Definition: A probability space (Ω, F, P) consists of 

• A sample space Ω (i.e. the set of outcomes)

• A set of events F (i.e. the set possible sets)

• A probability measure P (maps events to probabilities)

P : F ! R
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Conditional Probabilities
• Definition: Joint Probability

Events (i.e. sets of outcomes)

Outcomes in both A and B 
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• Definition: Conditional Probability
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Conditional Probability



Conditional Probability

What is the probability P(B3)? 0.1 / 0.34



Conditional Probability

What is the probability P(B2 | A)? 0.12 / 0.3



Conditional Probability

What is the probability P(B1 | B3)? 0.0 / 0.1



Examples: Conditional Probability

1. A math teacher gave her class two tests.  
• 25% of the class passed both tests  
• 42% of the class passed the first test.  

What percent of those who passed the first test 
also passed the second test? 



Examples: Conditional Probability

2. Suppose that for houses in New England  
• 84% of the houses have a garage  
• 65% of the houses have a garage and a back 

yard.  

What is the probability that a house has a 
backyard given that it has a garage?



To Jupyter…



Probability Density Functions
• Problem: If X is a continuous variable, then  
P(X=x) is 0 for any outcome x
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• Solution: Define a density function as a derivative
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Event

<latexit sha1_base64="emiVXPKdZNIUsWxsTzTT5sPjYyE=">AAAF7XicfZRbaxQxFIDT2tW63lp9El8W96XCUmba0vaxVIo+SS29QbOUTObsbmiSGZNMbyH4K3wT38Q3/QP+Ef+Nk+2AO5PBDAyHnO/kXJMk50ybKPozN39voXP/weLD7qPHT54+W1p+fqyzQlE4ohnP1GlCNHAm4cgww+E0V0BEwuEkuXjr9SeXoDTL5KG5yWEoyFiyEaPElFvnSy9Pe1gz0cMGro39kClBuFuJBvGb86V+tBpNVy8U4kroo2rtny8v/MZpRgsB0lBOtD6Lo9wMLVGGUQ6uiwsNOaEXZAxnpSiJAD200xxcr6Y9jId2lEkDktbMLBFaEDMJNj2s67t0UjoGVXdbbQ6tPyUFzcaybpUI1+3iFEZlPaeR2TThBTh78G7X2WiwuT6I17ZcA1GQVkS8HQ3KrwmMFYCskO2NQby5HTJ5oXIO/6DIYz4aBRKuaCYEkanFl0DdWVkfDFIXCnwiFifC9mPnXADfoaXNVN/Fs8prZy2uBYgv7bVrYjczmE+0hG4C6LbtrNsA+9SGYTMBQ1qiN+00KVrYImCLEFIBpJoRQqtPyDXjmQzyGc3Q0zkZhU75DFP12B/Jy0uakuDEfNKO5xMWsAeNzhw4Py6zBFFjQco+4ywHRUym/KW7YmbCmWBG20rvQism/29V6pvO9lx9KP0/SeyeC0ia8Olg1msXTihVaZ3zWbZgY1XH7hrXAuYNsCqwJ8v3Lm6+bqFwvLYaR6vxx43+zm718i2iV+g1WkEx2kI76D3aR0eIos/oO/qJfnWyzpfO1863O3R+rrJ5gWqr8+MvRFYrBQ==</latexit>

Capital P for probability

Small p for density

Single Outcome



Probability Density Functions
18 1. INTRODUCTION

Figure 1.12 The concept of probability for
discrete variables can be ex-
tended to that of a probability
density p(x) over a continuous
variable x and is such that the
probability of x lying in the inter-
val (x, x+δx) is given by p(x)δx
for δx → 0. The probability
density can be expressed as the
derivative of a cumulative distri-
bution function P (x).

xδx

p(x) P (x)

Because probabilities are nonnegative, and because the value of x must lie some-
where on the real axis, the probability density p(x) must satisfy the two conditions

p(x) ! 0 (1.25)∫ ∞

−∞
p(x) dx = 1. (1.26)

Under a nonlinear change of variable, a probability density transforms differently
from a simple function, due to the Jacobian factor. For instance, if we consider
a change of variables x = g(y), then a function f(x) becomes f̃(y) = f(g(y)).
Now consider a probability density px(x) that corresponds to a density py(y) with
respect to the new variable y, where the suffices denote the fact that px(x) and py(y)
are different densities. Observations falling in the range (x, x + δx) will, for small
values of δx, be transformed into the range (y, y + δy) where px(x)δx ≃ py(y)δy,
and hence

py(y) = px(x)
∣∣∣∣
dx

dy

∣∣∣∣

= px(g(y)) |g′(y)| . (1.27)

One consequence of this property is that the concept of the maximum of a probability
density is dependent on the choice of variable.Exercise 1.4

The probability that x lies in the interval (−∞, z) is given by the cumulative
distribution function defined by

P (z) =
∫ z

−∞
p(x) dx (1.28)

which satisfies P ′(x) = p(x), as shown in Figure 1.12.
If we have several continuous variables x1, . . . , xD, denoted collectively by the

vector x, then we can define a joint probability density p(x) = p(x1, . . . , xD) such
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Cumulative
Distribution
Function (CDF)

Probability 
Density 
Function (PDF)
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Expected Values

Statistics Machine Learning
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X is a random variable
with density p(x)



Mean, Variance, Covariance

<latexit sha1_base64="uclu17sm7YQKYgqOehyUi+AweEo=">AAAF9HicfZRbb9MwFIC9scIotw7EEy8VfeGhmpIxbXuZNA1N8DimXSo1VeU4p6012wm2010s/xNeEOIFJP4Gv4F/Q9xF0MQRjhQd+Xzn6mPHGaNKB8HvldV7a637D9Yfth89fvL0WWfj+blKc0ngjKQslYMYK2BUwJmmmsEgk4B5zOAivnzn9BdzkIqm4lTfZDDieCrohBKsi61x52XE8/Ggu9+NONazODZHdjgYjTu9YDNYrK4vhKXQQ+U6Hm+s/YqSlOQchCYMKzUMg0yPDJaaEga2HeUKMkwu8RSGhSgwBzUyi/xtt6I9DUdmkgoNglTMDObK5ehtOlhVd8msCAyyGrbc7HcJZvuEF/+RcQ4TUHQqqg5ibtvtKIFJ0dZFkiaJWQ7WnLw/tCbo77zth1u7toZISEoi3Av6xVcHphJAlMjedj/c2fOZLJcZg39Q4DCXjQQBVyTlHIvERHMgdli0KgKhcgmuEBPF3PRCa60H36GFzULfjpaV19aYqJJgNDfXto7dLGGu0AK68aDbJl+3HvapCYv0DDRuyF430zhvYHOPzX1IepCsZwiNMSFTlKXCq2eyRC/mZOIHZUtMecbOJSvuaoI9j9msGc9m1GNPaidzYt24LBNYTjkuzjlKM5BYp9LdvyuqZ4xyqpUp9da3ouL/VoW+HuzIVofy78PikSRmi8Gs9s6fUCKTKueqbMCmsordHVwDmNXAssGOLJ6+sP7Q+cL51mYYbIYft3sHh+UjuI5eodfoDQrRLjpAH9AxOkMEGfQFfUc/WvPW59bX1rc7dHWltHmBKqv18w//Ki3E</latexit>

Mean

<latexit sha1_base64="f5HFuiV0oCq5Fm6ZKrpTL7WyuT8=">AAAGMXicfZRbb9MwFIC9scIotw4eeanoy5DKlJRp28ukaWiCx1HtUqnpKsc5baM5TrCd3Sz/Kl74B/yGvSDEC0j8CewugiaOcKTIOec7N/vkhBmNhfS826XleyuN+w9WHzYfPX7y9Flr7fmJSHNO4JikNOWDEAugMYNjGUsKg4wDTkIKp+H5O6s/vQAu4pQdyesMRgmesngSEyyNaNzqByKeJvisNx60d9uBhCupTjDXw8HIfidYzsJQHejh+qD9xnzn48Hrs15FN7CSQms8tTrehjdfbXfjF5sOKtbheG3laxClJE+ASUKxEEPfy+RIYS5jQkE3g1xAhsk5nsLQbBlOQIzUvHjdLmmP/JGapEwCIyUzhRNh83WEFhZlKZmZwMDLYQtht00w3SWJeY+UdRiBOT9WdhAmutkMIpiYO5knqaKQ5qBV//2+Vl53623X723rCsIhKgh/x+uapwpMOQArkJ3Nrr+14zJZzjMK/yDPYjYbDgwuSZokmEUquACih+aoAmAi52ALUUGYqI6vtXbgO9TYzPXNYFF5pZUKSgkGF+pKV7HrBcwWaqBrB7qp83XjYJ/qsEDOQOKa7GU9jfMaNnfY3IW4A/FqhlAbEzIR05Q59UwW6HmfTNygdIEp7ti6pOZHj7DjMZvV49ksdth+5Wb62rbLIoG5GRDmnoM0A45lyu3/dxnLGY2TWApV6LVrFbP/Wxl9NdiBLjfl3yHjkCSk88Ysn53boYRHZc5WWYNNeRm7u7gaMKuAxQFb0ow+vzro3M1Jb8P3NvyPm529/WIIrqKX6BVaRz7aRnvoAzpEx4igL+gb+ol+NT43bhvfGz/u0OWlwuYFKq3G7z8KC0QN</latexit>

Variance

Covariance

⌃X ,Y = Cov[X , Y ] = E[(X �µX )(Y �µY )] = E[X Y ]�µXµY ke
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Properties of 
Gaussians



Normal Distribution
Normal Distribution

mean = median = mode
symmetry about the center
x ⇠ N(µ, �2) =) f (x) = 1

�
p
2⇡
e�

1
2�2

(x�µ)2

 

Yijun Zhao Linear Regression

Density:
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Multivariate Normal

• 1. CRIM: per capita crime rate by town  

Density: p(x ;µ,⌃) =
1p

(2⇡)D|⌃|
exp�

1
2 (x�µ)>⌃�1(x�µ)
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Vectors
(x1, …, xD)
(μ1, …, μD)

Covariance Matrix

Mean:
<latexit sha1_base64="yPfqSB3hxN0gf08qNZo7NoP2UIA=">AAAF7nicfZTLbtQwFEBd6EAZHm1hyWbEbFiMqqRUbRdUqkAVLEvVlzQejRznzoxV2zG205fl32CDEBuQ+BO+gb8hmUZiEkc4UmTde+7T104UZ8ZG0Z+le/eXOw8erjzqPn7y9Nnq2vrzU5PlmsIJzXimzxNigDMJJ5ZZDudKAxEJh7Pk4n2pP7sEbVgmj+2NgpEgU8kmjBJbiMZrq/hgeD5OR729Hhb5OB2v9aONaL564SauNn1UrcPx+vJvnGY0FyAt5cSYYRwpO3JEW0Y5+C7ODShCL8gUhsVWEgFm5OaZ+15NexyP3CSTFiStmTkijCB2FghL2NSldFYEBl0PWwkHPUr4HhXFf+RKhykYNpV1B4nw3S5OYVI0dJ6kSxOeg3dHH955Fw223wzizR3fQDSkFRHvRoPiawJTDSArZHdrEG/vhozKteLwD4pKrMxGg4QrmglBZOrwJVA/LFqFQZpcQ1mIw4lw/dh7H8B3aGEz13fxovLaO4drCeJLd+2b2M0CVhZaQDcBdNvm6zbAPrdh2M7AkpbsbTtN8hY2D9g8hHQA6WaG0BoTlGE8k0E9kwV6PieTMChfYKozLl3y4pamJPCoZu24mrGAPWqczJEvx2WRIHoqSHHOOFOgic10ef+umJ1xJpg1rtL70IrJ/1sV+mawA18fyvKfJO7AByRN+Hww670LJ5TqtM6VVbZgU13H7g6uBVQNsGpwSRZPX9x86MLN6eZGHG3En7b6+2+rR3AFvUSv0GsUox20jz6iQ3SCKMrRV/QD/eyozpfOt873O/TeUmXzAtVW59dfr1Eq6w==</latexit>

Covariance: Cov[Xd , Xe] = ⌃de
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Covariance Matrices
Density:

Name:

Midterm Exam - CS6220 - Fall 2016 - Section 3

This exam contains 7 questions on 4 pages, with a total of 100 points. You should be able to

provide the answers to each question in the white space allotted below it. Please remember
to put your name on each sheet.

1. (10 points) Below is a set of contour plots for bivariate Gaussian densities, along with a

set of covariance matrices. Draw lines to connect each density plot to the corresponding

covariance matrix.
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2. (10 points) You are given the task of performing linear regression on a dataset with

N = 100 examples and D = 100 000 features. Would you use ordinary least squares

(OLS) to compute the pseudo-inverse, over least mean squares (LMS) to perform gra-

dient descent? Provide argumentation for your answer by listing the computational

complexity of each method.

Answer: Calculation of the pseudo-inverse requires O(ND
2
+D

3
)

computation, whereas a single gradient step requires O(ND) com-

putation. In this case we would use gradient descent, since the

D
3
inverse calculation becomes prohibitively expensive.

3. (10 points) You are given a binary classification task on a dataset with N = 10
9

examples and D = 100 features, which includes both discrete and real-valued columns.

Explain what classifier you would try first for this data and motivate your answer.

Answer: Random forests are a good choice here since they (a) can

handle mixed features and (b) can easily be trained in parallel on

datasets that do not fit in memory, and (c) are typically one of

the best performing black box classifiers.

1

Question: Which covariance matrix Σ  
corresponds to which plot?



Marginals and Conditionals
Suppose that x and y are jointly Gaussian:

Name:

Midterm Exam - CS6220 - Fall 2016 - Section 3

This exam contains 7 questions on 4 pages, with a total of 100 points. You should be able to

provide the answers to each question in the white space allotted below it. Please remember
to put your name on each sheet.
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2. (10 points) You are given the task of performing linear regression on a dataset with

N = 100 examples and D = 100 000 features. Would you use ordinary least squares

(OLS) to compute the pseudo-inverse, over least mean squares (LMS) to perform gra-

dient descent? Provide argumentation for your answer by listing the computational

complexity of each method.

Answer: Calculation of the pseudo-inverse requires O(ND
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computation, whereas a single gradient step requires O(ND) com-

putation. In this case we would use gradient descent, since the

D
3
inverse calculation becomes prohibitively expensive.

3. (10 points) You are given a binary classification task on a dataset with N = 10
9

examples and D = 100 features, which includes both discrete and real-valued columns.

Explain what classifier you would try first for this data and motivate your answer.

Answer: Random forests are a good choice here since they (a) can

handle mixed features and (b) can easily be trained in parallel on

datasets that do not fit in memory, and (c) are typically one of

the best performing black box classifiers.
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Question: What are the marginal  
distributions p(x) and p(y)?

0.3 marginal and conditional distributions

let the vector z = [xTyT ]T be normally distributed according to:

z =

x
y

�
s N

✓
a
b

�
,


A C
CT B

�◆
(5a)

where C is the (non-symmetric) cross-covariance matrix between x and y
which has as many rows as the size of x and as many columns as the size of
y. then the marginal distributions are:

x s N (a,A) (5b)
y s N (b,B) (5c)

and the conditional distributions are:

x|y s N
�
a + CB�1(y � b),A�CB�1CT

�
(5d)

y|x s N
�
b + CTA�1(x� a),B�CTA�1C

�
(5e)

0.4 multiplication

the multiplication of two gaussian functions is another gaussian function
(although no longer normalized). in particular,

N (a,A) · N (b,B) / N (c,C) (6a)

where

C =
�
A�1 + B�1

��1 (6b)

c = CA�1a + CB�1b (6c)

amazingly, the normalization constant zc is Gaussian in either a or b:

zc = (2⇡)�d/2|C|+1/2|A|�1/2|B|�1/2 exp

�1

2
(aTA�1a + bTB�1b� cTC�1c)

�

(6d)

zc(a) s N
�
(A�1CA�1)�1(A�1CB�1)b, (A�1CA�1)�1

�
(6e)

zc(b) s N
�
(B�1CB�1)�1(B�1CA�1)a, (B�1CB�1)�1

�
(6f)
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Marginals and Conditionals
Suppose that x and y are jointly Gaussian:
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This exam contains 7 questions on 4 pages, with a total of 100 points. You should be able to

provide the answers to each question in the white space allotted below it. Please remember
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2. (10 points) You are given the task of performing linear regression on a dataset with

N = 100 examples and D = 100 000 features. Would you use ordinary least squares

(OLS) to compute the pseudo-inverse, over least mean squares (LMS) to perform gra-

dient descent? Provide argumentation for your answer by listing the computational

complexity of each method.

Answer: Calculation of the pseudo-inverse requires O(ND
2
+D

3
)

computation, whereas a single gradient step requires O(ND) com-

putation. In this case we would use gradient descent, since the

D
3
inverse calculation becomes prohibitively expensive.

3. (10 points) You are given a binary classification task on a dataset with N = 10
9

examples and D = 100 features, which includes both discrete and real-valued columns.

Explain what classifier you would try first for this data and motivate your answer.

Answer: Random forests are a good choice here since they (a) can

handle mixed features and (b) can easily be trained in parallel on

datasets that do not fit in memory, and (c) are typically one of

the best performing black box classifiers.
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Once can derive the conditional distributions  
p(x | y) and p(y | x) in closed form as well; 
they are also Normals!

0.3 marginal and conditional distributions

let the vector z = [xTyT ]T be normally distributed according to:

z =

x
y

�
s N

✓
a
b

�
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A C
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�◆
(5a)

where C is the (non-symmetric) cross-covariance matrix between x and y
which has as many rows as the size of x and as many columns as the size of
y. then the marginal distributions are:

x s N (a,A) (5b)
y s N (b,B) (5c)

and the conditional distributions are:
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a + CB�1(y � b),A�CB�1CT

�
(5d)
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�
(5e)

0.4 multiplication

the multiplication of two gaussian functions is another gaussian function
(although no longer normalized). in particular,

N (a,A) · N (b,B) / N (c,C) (6a)

where

C =
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A�1 + B�1

��1 (6b)

c = CA�1a + CB�1b (6c)

amazingly, the normalization constant zc is Gaussian in either a or b:
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Question: Suppose that X1 and X2 are independent  
Gaussian variables with diagonal covariance

Curse of Dimensionality
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How does the distribution on the distance |X1 - X2|  
change as we increase the dimension D ? 
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Figure 2.6 Histogram plots of the mean of N uniformly distributed numbers for various values of N . We
observe that as N increases, the distribution tends towards a Gaussian.

illustrate this by considering N variables x1, . . . , xN each of which has a uniform
distribution over the interval [0, 1] and then considering the distribution of the mean
(x1 + · · ·+ xN )/N . For large N , this distribution tends to a Gaussian, as illustrated
in Figure 2.6. In practice, the convergence to a Gaussian as N increases can be
very rapid. One consequence of this result is that the binomial distribution (2.9),
which is a distribution over m defined by the sum of N observations of the random
binary variable x, will tend to a Gaussian as N → ∞ (see Figure 2.1 for the case of
N = 10).

The Gaussian distribution has many important analytical properties, and we shall
consider several of these in detail. As a result, this section will be rather more tech-
nically involved than some of the earlier sections, and will require familiarity with
various matrix identities. However, we strongly encourage the reader to become pro-Appendix C
ficient in manipulating Gaussian distributions using the techniques presented here as
this will prove invaluable in understanding the more complex models presented in
later chapters.

We begin by considering the geometrical form of the Gaussian distribution. The

Carl Friedrich Gauss
1777–1855

It is said that when Gauss went
to elementary school at age 7, his
teacher Büttner, trying to keep the
class occupied, asked the pupils to
sum the integers from 1 to 100. To
the teacher’s amazement, Gauss

arrived at the answer in a matter of moments by noting
that the sum can be represented as 50 pairs (1 + 100,
2+99, etc.) each of which added to 101, giving the an-
swer 5,050. It is now believed that the problem which
was actually set was of the same form but somewhat
harder in that the sequence had a larger starting value
and a larger increment. Gauss was a German math-

ematician and scientist with a reputation for being a
hard-working perfectionist. One of his many contribu-
tions was to show that least squares can be derived
under the assumption of normally distributed errors.
He also created an early formulation of non-Euclidean
geometry (a self-consistent geometrical theory that vi-
olates the axioms of Euclid) but was reluctant to dis-
cuss it openly for fear that his reputation might suffer
if it were seen that he believed in such a geometry.
At one point, Gauss was asked to conduct a geodetic
survey of the state of Hanover, which led to his for-
mulation of the normal distribution, now also known
as the Gaussian. After his death, a study of his di-
aries revealed that he had discovered several impor-
tant mathematical results years or even decades be-
fore they were published by others.

If X1, …, XN are  
1. Independent identically distributed (i.i.d.) 
2. Have finite variance  0 < σX 2 < ∞ 
Then, as N approaches ∞, the mean is distributed as
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In sum, the Normal (or Gaussian) distribution pops 
up everywhere and is easy to work with; familiarize 
yourself with it!

Summary of Gaussians
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Figure 5.2 A mind
map of the concepts
introduced in this
chapter, along with
when they are used
in other parts of the
book.
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Section 2.7.3 provides much more detailed discussion in the context of
linear functions. We often write

f : RD
! R (5.1a)

x 7! f(x) (5.1b)

to specify a function, where (5.1a) specifies that f is a mapping from
RD to R and (5.1b) specifies the explicit assignment of an input x to
a function value f(x). A function f assigns every input x exactly one
function value f(x).

Example 5.1
Recall the dot product as a special case of an inner product (Section 3.2).
In the previous notation, the function f(x) = x

>
x, x 2 R2, would be

specified as

f : R2
! R (5.2a)

x 7! x
2
1 + x

2
2 . (5.2b)

In this chapter, we will discuss how to compute gradients of functions,
which is often essential to facilitate learning in machine learning models
since the gradient points in the direction of steepest ascent. Therefore,
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Figure 5.3 The
average incline of a
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vector calculus is one of the fundamental mathematical tools we need in
machine learning. Throughout this book, we assume that functions are
differentiable. With some additional technical definitions, which we do
not cover here, many of the approaches presented can be extended to
sub-differentials (functions that are continuous but not differentiable at
certain points). We will look at an extension to the case of functions with
constraints in Chapter 7.

5.1 Differentiation of Univariate Functions

In the following, we briefly revisit differentiation of a univariate function,
which may be familiar from high school mathematics. We start with the
difference quotient of a univariate function y = f(x), x, y 2 R, which we
will subsequently use to define derivatives.

Definition 5.1 (Difference Quotient). The difference quotient difference quotient

�y

�x
:=

f(x + �x) � f(x)

�x
(5.3)

computes the slope of the secant line through two points on the graph of
f . In Figure 5.3, these are the points with x-coordinates x0 and x0 + �x.

The difference quotient can also be considered the average slope of f
between x and x + �x if we assume f to be a linear function. In the limit
for �x ! 0, we obtain the tangent of f at x, if f is differentiable. The
tangent is then the derivative of f at x.

Definition 5.2 (Derivative). More formally, for h > 0 the derivative of f derivative

at x is defined as the limit
df

dx
:= lim

h!0

f(x + h) � f(x)

h
, (5.4)

and the secant in Figure 5.3 becomes a tangent.

The derivative of f points in the direction of steepest ascent of f .

c�2019 M. P. Deisenroth, A. A. Faisal, C. S. Ong. To be published by Cambridge University Press.
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The derivative points in the direction of steepest ascent
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where we used the power series representations power series
representation

cos(x) =
1X

k=0

(�1)k
1

(2k)!
x
2k
, (5.26)

sin(x) =
1X

k=0

(�1)k
1

(2k + 1)!
x
2k+1

. (5.27)

Figure 5.4 shows the corresponding first Taylor polynomials Tn for n =
0, 1, 5, 10.

Remark. A Taylor series is a special case of a power series

f(x) =
1X

k=0

ak(x � c)k (5.28)

where ak are coefficients and c is a constant, which has the special form
in Definition 5.4. }

5.1.2 Differentiation Rules

In the following, we briefly state basic differentiation rules, where we
denote the derivative of f by f

0.

Product rule: (f(x)g(x))0 = f
0(x)g(x) + f(x)g0(x) (5.29)

Quotient rule:
✓
f(x)

g(x)

◆0

=
f
0(x)g(x) � f(x)g0(x)

(g(x))2
(5.30)

Sum rule: (f(x) + g(x))0 = f
0(x) + g

0(x) (5.31)

Chain rule:
�
g(f(x))

�0
= (g � f)0(x) = g

0(f(x))f 0(x) (5.32)

Here, g � f denotes function composition x 7! f(x) 7! g(f(x)).

Example 5.5 (Chain rule)
Let us compute the derivative of the function h(x) = (2x + 1)4 using the
chain rule. With

h(x) = (2x + 1)4 = g(f(x)) , (5.33)
f(x) = 2x + 1 , (5.34)
g(f) = f

4
, (5.35)

we obtain the derivatives of f and g as

f
0(x) = 2 , (5.36)

g
0(f) = 4f3

, (5.37)
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such that the derivative of h is given as

h
0(x) = g

0(f)f 0(x) = (4f3) · 2
(5.34)
= 4(2x + 1)3 · 2 = 8(2x + 1)3 , (5.38)

where we used the chain rule (5.32) and substituted the definition of f
in (5.34) in g

0(f).

5.2 Partial Differentiation and Gradients

Differentiation as discussed in Section 5.1 applies to functions f of a
scalar variable x 2 R. In the following, we consider the general case
where the function f depends on one or more variables x 2 Rn, e.g.,
f(x) = f(x1, x2). The generalization of the derivative to functions of sev-
eral variables is the gradient.

We find the gradient of the function f with respect to x by varying one
variable at a time and keeping the others constant. The gradient is then
the collection of these partial derivatives.

Definition 5.5 (Partial Derivative). For a function f : Rn
! R, x 7!

f(x), x 2 Rn of n variables x1, . . . , xn we define the partial derivatives aspartial derivative

@f

@x1
= lim

h!0

f(x1 + h, x2, . . . , xn) � f(x)

h

...
@f

@xn
= lim

h!0

f(x1, . . . , xn�1, xn + h) � f(x)

h

(5.39)

and collect them in the row vector

rxf = gradf =
df

dx
=


@f(x)

@x1

@f(x)

@x2
· · ·

@f(x)

@xn

�
2 R1⇥n

, (5.40)

where n is the number of variables and 1 is the dimension of the image/
range/codomain of f . Here, we defined the column vector x = [x1, . . . , xn]>

2 Rn. The row vector in (5.40) is called the gradient of f or the Jacobiangradient

Jacobian and is the generalization of the derivative from Section 5.1.

Remark. This definition of the Jacobian is a special case of the general
definition of the Jacobian for vector-valued functions as the collection of
partial derivatives. We will get back to this in Section 5.3. }

We can use results
from scalar
differentiation: Each
partial derivative is
a derivative with
respect to a scalar.

Example 5.6 (Partial Derivatives Using the Chain Rule)
For f(x, y) = (x + 2y3)2, we obtain the partial derivatives

@f(x, y)

@x
= 2(x + 2y3)

@

@x
(x + 2y3) = 2(x + 2y3) , (5.41)
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@f(x, y)

@y
= 2(x + 2y3)

@

@y
(x + 2y3) = 12(x + 2y3)y2

. (5.42)

where we used the chain rule (5.32) to compute the partial derivatives.

Remark (Gradient as a Row Vector). It is not uncommon in the literature
to define the gradient vector as a column vector, following the conven-
tion that vectors are generally column vectors. The reason why we define
the gradient vector as a row vector is twofold: First, we can consistently
generalize the gradient to vector-valued functions f : Rn

! Rm (then
the gradient becomes a matrix). Second, we can immediately apply the
multi-variate chain rule without paying attention to the dimension of the
gradient. We will discuss both points in Section 5.3. }

Example 5.7 (Gradient)
For f(x1, x2) = x

2
1x2 + x1x

3
2 2 R, the partial derivatives (i.e., the deriva-

tives of f with respect to x1 and x2) are

@f(x1, x2)

@x1
= 2x1x2 + x

3
2 (5.43)

@f(x1, x2)

@x2
= x

2
1 + 3x1x

2
2 (5.44)

and the gradient is then

df

dx
=


@f(x1, x2)

@x1

@f(x1, x2)

@x2

�
=

⇥
2x1x2 + x

3
2 x

2
1 + 3x1x

2
2

⇤
2 R1⇥2

.

(5.45)

5.2.1 Basic Rules of Partial Differentiation
Product rule:
(fg)0 = f 0g + fg0,
Sum rule:
(f + g)0 = f 0 + g0,
Chain rule:
(g(f))0 = g0(f)f 0

In the multivariate case, where x 2 Rn, the basic differentiation rules that
we know from school (e.g., sum rule, product rule, chain rule; see also
Section 5.1.2) still apply. However, when we compute derivatives with re-
spect to vectors x 2 Rn we need to pay attention: Our gradients now
involve vectors and matrices, and matrix multiplication is not commuta-
tive (Section 2.2.1), i.e., the order matters.

Here are the general product rule, sum rule, and chain rule:

Product rule:
@

@x

�
f(x)g(x)

�
=

@f

@x
g(x) + f(x)

@g

@x
(5.46)

Sum rule:
@

@x

�
f(x) + g(x)

�
=

@f

@x
+

@g

@x
(5.47)
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In the multivariate case, where x 2 Rn, the basic differentiation rules that
we know from school (e.g., sum rule, product rule, chain rule; see also
Section 5.1.2) still apply. However, when we compute derivatives with re-
spect to vectors x 2 Rn we need to pay attention: Our gradients now
involve vectors and matrices, and matrix multiplication is not commuta-
tive (Section 2.2.1), i.e., the order matters.

Here are the general product rule, sum rule, and chain rule:

Product rule:
@

@x

�
f(x)g(x)

�
=

@f

@x
g(x) + f(x)

@g

@x
(5.46)

Sum rule:
@

@x

�
f(x) + g(x)

�
=

@f

@x
+

@g

@x
(5.47)
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@f(x, y)

@y
= 2(x + 2y3)

@

@y
(x + 2y3) = 12(x + 2y3)y2

. (5.42)

where we used the chain rule (5.32) to compute the partial derivatives.

Remark (Gradient as a Row Vector). It is not uncommon in the literature
to define the gradient vector as a column vector, following the conven-
tion that vectors are generally column vectors. The reason why we define
the gradient vector as a row vector is twofold: First, we can consistently
generalize the gradient to vector-valued functions f : Rn

! Rm (then
the gradient becomes a matrix). Second, we can immediately apply the
multi-variate chain rule without paying attention to the dimension of the
gradient. We will discuss both points in Section 5.3. }
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2 2 R, the partial derivatives (i.e., the deriva-
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5.2.1 Basic Rules of Partial Differentiation
Product rule:
(fg)0 = f 0g + fg0,
Sum rule:
(f + g)0 = f 0 + g0,
Chain rule:
(g(f))0 = g0(f)f 0

In the multivariate case, where x 2 Rn, the basic differentiation rules that
we know from school (e.g., sum rule, product rule, chain rule; see also
Section 5.1.2) still apply. However, when we compute derivatives with re-
spect to vectors x 2 Rn we need to pay attention: Our gradients now
involve vectors and matrices, and matrix multiplication is not commuta-
tive (Section 2.2.1), i.e., the order matters.

Here are the general product rule, sum rule, and chain rule:

Product rule:
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�
f(x)g(x)
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g(x) + f(x)
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Sum rule:
@
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�
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+
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Chain rule:
@

@x
(g � f)(x) =

@

@x

�
g(f(x))

�
=

@g

@f

@f

@x
(5.48)

Let us have a closer look at the chain rule. The chain rule (5.48) resem-This is only an
intuition, but not
mathematically
correct since the
partial derivative is
not a fraction.

bles to some degree the rules for matrix multiplication where we said that
neighboring dimensions have to match for matrix multiplication to be de-
fined; see Section 2.2.1. If we go from left to right, the chain rule exhibits
similar properties: @f shows up in the “denominator” of the first factor
and in the “numerator” of the second factor. If we multiply the factors to-
gether, multiplication is defined, i.e., the dimensions of @f match, and @f

“cancels”, such that @g/@x remains.

5.2.2 Chain Rule

Consider a function f : R2
! R of two variables x1, x2. Furthermore,

x1(t) and x2(t) are themselves functions of t. To compute the gradient of
f with respect to t, we need to apply the chain rule (5.48) for multivariate
functions as

df

dt
=

h
@f
@x1

@f
@x2

i "@x1(t)
@t

@x2(t)
@t

#

=
@f

@x1

@x1

@t
+

@f

@x2

@x2

@t
, (5.49)

where d denotes the gradient and @ partial derivatives.

Example 5.8
Consider f(x1, x2) = x

2
1 + 2x2, where x1 = sin t and x2 = cos t, then

df

dt
=

@f

@x1

@x1

@t
+

@f

@x2

@x2

@t
(5.50a)

= 2 sin t
@ sin t

@t
+ 2

@ cos t

@t
(5.50b)

= 2 sin t cos t � 2 sin t = 2 sin t(cos t � 1) (5.50c)

is the corresponding derivative of f with respect to t.

If f(x1, x2) is a function of x1 and x2, where x1(s, t) and x2(s, t) are
themselves functions of two variables s and t, the chain rule yields the
partial derivatives

@f

@s
=

@f

@x1

@x1

@s
+

@f

@x2

@x2

@s
, (5.51)

@f

@t
=

@f

@x1

@x1

@t
+

@f

@x2

@x2

@t
, (5.52)
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where we used the chain rule (5.32) to compute the partial derivatives.

Remark (Gradient as a Row Vector). It is not uncommon in the literature
to define the gradient vector as a column vector, following the conven-
tion that vectors are generally column vectors. The reason why we define
the gradient vector as a row vector is twofold: First, we can consistently
generalize the gradient to vector-valued functions f : Rn

! Rm (then
the gradient becomes a matrix). Second, we can immediately apply the
multi-variate chain rule without paying attention to the dimension of the
gradient. We will discuss both points in Section 5.3. }

Example 5.7 (Gradient)
For f(x1, x2) = x

2
1x2 + x1x

3
2 2 R, the partial derivatives (i.e., the deriva-

tives of f with respect to x1 and x2) are
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@x1
= 2x1x2 + x

3
2 (5.43)

@f(x1, x2)

@x2
= x
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and the gradient is then

df

dx
=


@f(x1, x2)

@x1
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@x2

�
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⇥
2x1x2 + x

3
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(5.45)

5.2.1 Basic Rules of Partial Differentiation
Product rule:
(fg)0 = f 0g + fg0,
Sum rule:
(f + g)0 = f 0 + g0,
Chain rule:
(g(f))0 = g0(f)f 0

In the multivariate case, where x 2 Rn, the basic differentiation rules that
we know from school (e.g., sum rule, product rule, chain rule; see also
Section 5.1.2) still apply. However, when we compute derivatives with re-
spect to vectors x 2 Rn we need to pay attention: Our gradients now
involve vectors and matrices, and matrix multiplication is not commuta-
tive (Section 2.2.1), i.e., the order matters.

Here are the general product rule, sum rule, and chain rule:

Product rule:
@

@x

�
f(x)g(x)

�
=

@f

@x
g(x) + f(x)

@g

@x
(5.46)

Sum rule:
@

@x

�
f(x) + g(x)

�
=

@f

@x
+

@g

@x
(5.47)
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where we used the chain rule (5.32) to compute the partial derivatives.

Remark (Gradient as a Row Vector). It is not uncommon in the literature
to define the gradient vector as a column vector, following the conven-
tion that vectors are generally column vectors. The reason why we define
the gradient vector as a row vector is twofold: First, we can consistently
generalize the gradient to vector-valued functions f : Rn

! Rm (then
the gradient becomes a matrix). Second, we can immediately apply the
multi-variate chain rule without paying attention to the dimension of the
gradient. We will discuss both points in Section 5.3. }
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2 2 R, the partial derivatives (i.e., the deriva-
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5.2.1 Basic Rules of Partial Differentiation
Product rule:
(fg)0 = f 0g + fg0,
Sum rule:
(f + g)0 = f 0 + g0,
Chain rule:
(g(f))0 = g0(f)f 0

In the multivariate case, where x 2 Rn, the basic differentiation rules that
we know from school (e.g., sum rule, product rule, chain rule; see also
Section 5.1.2) still apply. However, when we compute derivatives with re-
spect to vectors x 2 Rn we need to pay attention: Our gradients now
involve vectors and matrices, and matrix multiplication is not commuta-
tive (Section 2.2.1), i.e., the order matters.

Here are the general product rule, sum rule, and chain rule:

Product rule:
@

@x

�
f(x)g(x)

�
=

@f

@x
g(x) + f(x)

@g
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Sum rule:
@
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=
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+
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Chain rule:
@

@x
(g � f)(x) =

@

@x

�
g(f(x))

�
=

@g

@f

@f

@x
(5.48)

Let us have a closer look at the chain rule. The chain rule (5.48) resem-This is only an
intuition, but not
mathematically
correct since the
partial derivative is
not a fraction.

bles to some degree the rules for matrix multiplication where we said that
neighboring dimensions have to match for matrix multiplication to be de-
fined; see Section 2.2.1. If we go from left to right, the chain rule exhibits
similar properties: @f shows up in the “denominator” of the first factor
and in the “numerator” of the second factor. If we multiply the factors to-
gether, multiplication is defined, i.e., the dimensions of @f match, and @f

“cancels”, such that @g/@x remains.

5.2.2 Chain Rule

Consider a function f : R2
! R of two variables x1, x2. Furthermore,

x1(t) and x2(t) are themselves functions of t. To compute the gradient of
f with respect to t, we need to apply the chain rule (5.48) for multivariate
functions as

df

dt
=

h
@f
@x1

@f
@x2

i "@x1(t)
@t

@x2(t)
@t

#

=
@f

@x1

@x1

@t
+

@f

@x2

@x2

@t
, (5.49)

where d denotes the gradient and @ partial derivatives.

Example 5.8
Consider f(x1, x2) = x

2
1 + 2x2, where x1 = sin t and x2 = cos t, then

df

dt
=

@f

@x1

@x1

@t
+

@f

@x2

@x2

@t
(5.50a)

= 2 sin t
@ sin t

@t
+ 2

@ cos t

@t
(5.50b)

= 2 sin t cos t � 2 sin t = 2 sin t(cos t � 1) (5.50c)

is the corresponding derivative of f with respect to t.

If f(x1, x2) is a function of x1 and x2, where x1(s, t) and x2(s, t) are
themselves functions of two variables s and t, the chain rule yields the
partial derivatives

@f

@s
=

@f

@x1

@x1

@s
+

@f

@x2

@x2

@s
, (5.51)

@f

@t
=

@f

@x1

@x1

@t
+

@f

@x2

@x2

@t
, (5.52)
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For review: Problem 5.7 in MML



Exerc.se 5.7MML
ar

a f z log It 2 2 Ix X E IRD

ff log a it xxx

t
Itxtx 2x 2

Citrix

b f Cz Sin z z Ax b AEIRE'D x EIR

In
bEIRE

dx
cos M Axtb

I

Cos Axtb A
1 ExD
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t
Itxtx 2x 2
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b f Cz Sin z z Ax b AEIRE'D x EIR

In
bEIRE

dx
cos M Axtb

I

Cos Axtb A
1 ExD



intermezzo: the joys of auto-diff…
… or, first steps in pytorch


