
Machine Learning 2
DS 4420 / ML 2 / Spring 2020

Hellos, logistics, etc
Byron C Wallace 
Some slides derived from Jan-Willem van Meent



Course website:  
https://course.ccs.neu.edu/

ds4420sp20/ 

https://course.ccs.neu.edu/ds4420sp20/
https://course.ccs.neu.edu/ds4420sp20/


What will be covered?
• A bit tricky actually; you’re all coming in with different 

backgrounds (and different variants of ML1) 

• Doing my best to minimize overlap in content, but some is 
inevitable 

• In short: A focus on un-/semi-supervised learning and advanced 
techniques
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https://course.ccs.neu.edu/ds4420sp20/
First half of class (through mid-term)

{(partial?) 
review for 

some of you



https://course.ccs.neu.edu/ds4420sp20/
Second half…



3 Aspects of ML

Data Types Methods Tasks

• Sets 
• Matrices / Tables 
• Graphs 
• Time series 
• Sequences 
• Text 
• Images

• Association Rules 
• Dimensionality  

Reduction 
• Regression  
• Classification 
• Clustering 
• Topic Models 
• Bandits

• Exploratory 
Analysis 

• Market Basket 
Analysis 

• Recommender 
Systems 

• Community 
Detection 

• Link 
Analysis
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Machine Learning Methods
Supervised Learning

Unsupervised Learning

Reinforcement Learning

Given labeled examples, learn to make predictions for  
unlabeled examples. Example: Image classification.

Given unlabeled examples learn to identify structure. 
Example: Community detection in social networks.

Learn to take actions that maximize future reward.  
Example: Targeting advertisements. 
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Regression

Boston Housing Data (source: UCI ML datasets)
https://archive.ics.uci.edu/ml/datasets/Housing

Goal: Predict a Continuous Label

https://archive.ics.uci.edu/ml/datasets/Housing


Target Variable

MEDV: Median value of owner-occupied homes in $1000's

Regression



CRIM: per capita crime rate by town 

Real-valued

Features

Regression



CHAS: Charles River variable  
(= 1 if tract bounds river; 0 otherwise) 

Discrete / Categorical

Features

Regression



DIS: weighted distances to five  
Boston employment centers

Hand-Engineered

Features

Regression



Hmmm…



Hmmm…



Regression

source: https://am241.wordpress.com/tag/time-series/ 

Goal: Use past labels (red) to learn trends that  
generalize to future data points (green)

Time-series Data 

https://am241.wordpress.com/tag/time-series/


Classification
Goal: Predict a discrete label. 

Input
Images

Hidden
Units

Label
(one-hot)

28 x 28 256 10

[0 0 0 0 0 0 0 0 1 0]: 9

[0 0 0 0 0 0 0 1 0 0]: 8

[0 0 0 0 1 0 0 0 0 0]: 5

[0 0 0 0 0 0 1 0 0 0]: 7

[0 0 0 0 0 0 0 1 0 0]: 8



https://en.wikipedia.org/wiki/Iris_flower_data_set

Iris 
Setosa

Iris 
versicolor

Iris 
virginica

Example: Iris Data

Petal
Sepal

Classification

https://en.wikipedia.org/wiki/Iris_flower_data_set


Let’s run through a quick practical refresher on 
classification. 

Navigate to blackboard to in class exercise 0 and 
grab refresher.ipynb.



Unsupervised Learning

Goal: Can we make predictions in absence of labels?

Prominent examples:

• Dimensionality Reduction 
• Clustering 
• Topic Modeling 



Dimensionality Reduction

Original Data (4 dims) Projection with PCA (2 dims)

Goal: Map high dimensional data onto lower-dimensional 
 data  in a manner that preserves distances/similarities



Dimensionality Reduction
Goal: Map high dimensional data onto lower-dimensional 

 data  in a manner that preserves distances/similarities

Input
Images

Introduction

Principal Components Analysis

Laurens van der Maaten and Geo↵rey Hinton, JMLR 2008 (MCLab)t-SNE October 30, 2014 4 / 33

PCA (Linear) TSNE (Non-linear)
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Clustering

Iris Data (after PCA) Inferred Clusters

Goal: Learn categories of examples 
(i.e. classification without labels)



Hidden Markov Models

Sequence of StatesTime Series

Goal: Learn categories of time points 
(i.e. clustering of points within time series)



Topic Models
Generative model for LDA

gene     0.04

dna      0.02

genetic  0.01

.,,

life     0.02

evolve   0.01

organism 0.01

.,,

brain    0.04

neuron   0.02

nerve    0.01

...

data     0.02

number   0.02

computer 0.01

.,,

Topics Documents
Topic proportions and

assignments

• Each topic is a distribution over words
• Each document is a mixture of corpus-wide topics
• Each word is drawn from one of those topics

Goal: Learn topics (categories of words)  
and quantify topic frequency for each document



Reinforcement Learning
Goal: Take action that maximizes future reward.

Example: Google Plays Atari

Action: Joystick direction / Buttons. Reward: Score.



Reinforcement Learning
Goal: Take action that maximizes future reward.

Example: Netflix Website Design

Action: Which movies to show. Reward: User Retention.



Theme: Optimization of Objectives

Supervised Learning: Minimize regression or classification loss

Unsupervised Learning: Maximize expected probability of data

Reinforcement Learning: Maximize expected reward

Common theme in Machine Learning:  
Using data-driven algorithms to make predictions  

that are optimal according to some objective.  



Materials

MATHEMATICS FOR 
MACHINE LEARNING

Marc Peter Deisenroth
A. Aldo Faisal

Cheng Soon Ong
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The fundamental mathematical tools needed to understand machine 
learning include linear algebra, analytic geometry, matrix decompositions, 
vector calculus, optimization, probability and statistics. These topics 
are traditionally taught in disparate courses, making it hard for data 
science or computer science students, or professionals, to effi ciently learn 
the mathematics. This self-contained textbook bridges the gap between 
mathematical and machine learning texts, introducing the mathematical 
concepts with a minimum of prerequisites. It uses these concepts to 
derive four central machine learning methods: linear regression, principal 
component analysis, Gaussian mixture models and support vector machines. 
For students and others with a mathematical background, these derivations 
provide a starting point to machine learning texts. For those learning the 
mathematics for the fi rst time, the methods help build intuition and practical 
experience with applying mathematical concepts. Every chapter includes 
worked examples and exercises to test understanding. Programming 
tutorials are offered on the book’s web site.

MARC PETER DEISENROTH is Senior Lecturer in Statistical Machine 
Learning at the Department of Computing, Împerial College London.

A. ALDO FAISAL leads the Brain & Behaviour Lab at Imperial College 
London, where he is also Reader in Neurotechnology at the Department of 
Bioengineering and the Department of Computing.

CHENG SOON ONG is Principal Research Scientist at the Machine Learning 
Research Group, Data61, CSIRO. He is also Adjunct Associate Professor at 
Australian National University.

Cover image courtesy of Daniel Bosma / Moment / Getty Images

Cover design by Holly Johnson

Deisenrith et al. 9781108455145 Cover. C M
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For first half-ish of class will use Mathematics 
for Machine Learning; this is free and online. 

Other readings are also from free, online 
sources (CIML and Elements of Statistical 
Learning)

 https://mml-book.com/

https://mml-book.com/


Grading



Project
Teams of 1-2 — bigger gets unwieldy 

 Obviously, I expect more from teams of 2 than from 1 

Select a problem / dataset that is interesting to you 
 Sarthak and I can help identifying projects if you’re stuff 

 In any case, talk to me about any ideas (early is good!) 

Submit a report and present project



• 3/13 Submit a project description — < 1 page 

• 3/17 Project pitches in class / feedback; this should include exploratory 
data analysis (or some sort of prelim results) 

• 4/7 and 4/9 project presentations 

• 4/14 final reports due

Project Deadlines (Tentative)



Questions for me??


