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* Get out your notes l/,nu' D;S"fc'c‘\' QI-C‘Q-P" alow-

* Get out a place to do today's ICA (6) «l'a u:of‘d'“

* Please remember to write your name, my name, the ICA #, and the
date!

 We'll start with a linear perceptron warm-up question!

e (then we'll do lots of matrix math :D) (
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Jd !
C- net %0 ool A



)= { ¥ R B 572,802 0
,i\\ el f CSPB8T0: Mathematics of Data Models, Section 1
& Northeastern Spring 2022 — Felix Muzny

-------------------------------------------------------------------------------------------------------------------------------------------------------

Matrix Math & Manipulations

'e Iearned that a Ilnear perceptron is deflned by a set of Welghts Suppose that
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Matrix Multiplication

e matrix-matrix multiplication —\'Olﬂ\l\
e Matrix multiplication as a function
e Building matrix functions from linearity

e scaling

e rotating

« Composing matrix functions BAx =y



Matrix Multiplication: shape rule

« We'll be working with two matrices today: A (for "Aardvark", aka "Arthur")
and B (for "Brontosaurus", aka "Bronty", aka "Bronté")

e Arthur has shape (n, m)

 Bronty has shape (p, q)

P




Matrix Multiplication: shape rule

« Some shapes are compatible for matrix - matrix multiplication, and many
are not.

e Key points:

 Inner dimensions must match

AR i5 net the sure as BA

e Order matters

7’,\c‘§ = 77*?/






Matrix Multiplication: shape rule

pE

}ICA Question 1: for each of the following matrix multiplications (and
fdimensions), say
$a) whether or not it is defined and

,fb) what the shape of the resulting matrix would be




Matrix Manipulations: Transposes

 The transpose of a matrix is the matrix made by "flipping" the rows to

columns
a1 o2 3 ; I -4
-4 -5 -6 A" =12 =5
nXx m 3 —6
M X

« What is the result of AAT? ‘
lo i€ L}c o (axm) Da NXWN  mabrx
« What is the result of AT A?

Lo (mxu) (nxm) > wa x v wedbvix
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Matrix Multiplication: Computing

 Each element in the product matrix is the dot product of the
corresponding row from the left matrix and column from the right matrix

Aol 2 3 ; I -4
" -4 -5 -6 A= 12 -5
- 1x5 3 —6

B XU

g+ T+3 9 L4030 [14  -32

AAT = -
41 #7
YL CL+( G Y4MH+5G 166

Tx1



Linear Combinations (weighted sum)

* Alinear combination of X, x|, x; ... is gxy + @1 x; + ApX, . ..

' 2
(1 o2 3 -
A=12 s —6] x—[4]

-2
2 3xi




Linear Combinations (matrix-vector)

A linear combination of X, x{, X, ... is axy + a;X; + X, . ..

« Matrix-vector multiplication (Ax) is a linear combination of the _VOU5
of A

‘ 2
Azll 2 3 =1l 4 ]3:—16»5}’

—4 -5 -6
' —2

 What must be true about the dimensions of the vector that we are
multiplying with our matrix?

LD tune, F of Yows a6 olomns Vi

| V. c(’ _p take 11odwwn Pot,g, oL i+ was
Mufr?ch. Ll?‘“’\) W‘éf‘eeo. £ (mn /r:f.>




Linear Combinations (Vector-matrix)

A linear combination of X, x{, X, ... is axy + a;X; + X, . ..

«_Vector-matrix multiplication (xA) is a linear combination of the (d,ln nsS
of A

A:[_14 _25 —36 x=[’2, b\]
XA: (1‘1 3)

 What must be true about the dimensions of the vector that we are
multiplying with our matrix?

va,awn- # o(? celuvw(-; ng rowa (n “'W\”f)c
Avuhy maty X- Ve crov 0 N vacrov M\'IEK A




Matrix Multiplication: matrix-vector

‘ICA Question 2: which matrix-vector multiplications are defined given the
tbelow matrices and vectors? Do those matrix-vector multiplications

S
>
3
1
I
N
I
o)
e—
=
1
[\)I
——
<
1
||
AW N

>
|
l



Another way to write matrix-vector multiplications

............................................................................................................................................................................................................................................................................................. [..
1 2 3 2 K. Great € Bad:

A= [1 2 3] y = —3]

1 2 3 —4




Another way to write matrix-vector multiplications

1 2 3 =2
A= |1 2 3| y=1]-3
1 2 3 -4

| P
AV'«[L‘L@]I‘J} o P e e ] B R
b1s {Tv2.-)e3Y

P _d
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Matrix-Vector multiplication as a function

 We can write any function as a mapping from one domain to another:
.« fX)=x+1 7[: /4 “Dﬁ'?‘

« Now, say that we have A € [R2*2

Yo
 consider f: R2xl [Rliz_xl\b OJ'PJ'-s y{/

\ + Y"
(%
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Matrix-Vector multiplication as a function

« Now, say that we have A € R**?

. consider f: R — R*!

domain codomain

aputs oot puts
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Building transforms

. consider f;: R¥! — R*!

 double x; magnitude

0

» triple x; magnitude ¢ ['2]

L i
0o
Hit |
1 \ ——+ +— —

- T

domain codomain

17



Building transforms

* Let ay, a; be column vectors of A —>

=[]

e Let:

s
_O_
»
_1_




Matrix multiplication: it's linear!

o flax + py) = af(x) + pf(y)

« All matrix-matrix multiplications are linear

» A(ax + py) = aAx + pAy

* This is how we know that our transform matrix works even though we only
built it on two examples!

; 1 1 . [
o B} <) H “} T|e?



Building transforms

» rotate counter clockwise by &

(2

I

{ .

| f
domain codomain
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Building transforms

0-1
domain A - i 210 codomain






Building transforms

. consider f;: R¥! — R*! 9

. rotate counter clockwise by g now expressed generally speaking

“oe— N [5}6
{ / ',

._ "

XB;} o 50

Lo‘:e
domain A “ | v b codomain




Some final matrix multiplication notes

« ABx = A(Bx) (first apply B, then apply A)

22



Schedule

T A A
Turn in ICA 6 on Gradescope Felix's scheduled office hours will now be
HW 2 will be released tomorrow! entirely on Calendly (currently T, R). Sign up

_ _ with whatever quandaries you have at least an
On Monday we'll be in person in Snell hour in advance!

Engineering 108. I'll send an announcement | _
with all the details (we'll dial you in if you are |[They Il also appear on khouryofficehours from

s\ick). y n(ne to time. p
Mon Tue Wed Thu Fri Sat Sun
Januaru 3lst _ Lecture 6 - matrix
Lect y5 Li Felix OH HW 1 due @ multiplication, transforms ~ HW 2
ecture 5 - Linear Calendly _ Felix OH Calendly released
Perceptron 11:59pm
February 7th Felix OH Lecture 8 - line of best fit HW 2 due
Lecture 7 - Vector spaces  cajendly Felix OH Calendly @ 11:59pm
in Snell Engineering 108
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