














Let's summarize:

- A Perceptron creates a line boundary between two regions
- estimate x as class 1 if x dot w is positive
- we add a "bias" to x to allow for more flexible boundary lines

- needn't pass through origin

Next Question:
- how do I find a good w for my data?

(we don't really compute explicitly, ICA3 was just for practice)















Problem:
sample x is estimated as class 0 with our current w but sample x really belongs to class 1

Algebraically, x dot w is too small, we'd like it to be bigger



Problem:
sample x is estimated as class 0 with our current w but sample x really belongs to class 1

Algebraically, x dot w is too small, we'd like it to be bigger



Problem:
sample x is estimated as class 1 with our current w but sample x really belongs to class 0

Algebraically, x dot w is too large, we'd like it to be smaller





- A Perceptron creates a line boundary between two regions
- estimate x as class 1 if x dot w is positive
- we add a "bias" to x to allow for more flexible boundary lines

- needn't pass through origin

- A Perceptron can be trained by updating w per every x found in error
w = w + x if class estimate = 0 but true class = 1 

(new w will have bigger dot product with x)
w = w -  x if class estimate = 1 but true class = 0

(new w will have smaller dot product with x)

Next Questions:
- When do  I stop training?
- Changing the units of a feature causes problems

- why?
- what can we do to avoid these issues? 







As feature 1 gets larger it grows increasingly important in decision,
 other units (pressure) are effectively ignored if feature 1 continues to grow 


