CS2810 Day 18
Mar 28 2022

Admin:
Quiz3 is Friday
Review session tomorrow (see piazza)

stop by my OH on Thursday too! % C\N o L,OTTG,Q\’

final swap sections (lottery)

Content: %\( (o monren NDiedT

Big goal: T-Tests (difference of mean of two distributions)
Pooled Covariance
o tailed hypothesis tests



Which song is preferred by students?
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Testing Difference of means: )( Y

Given samples from two distributions, we seek to test if the mean of one is different than other

Assumptions: ‘“\ ” ) ‘ p + }\) \\ .
1. Each observation is independent of all others Y px p Y

2. Variance of each distribution is the same

3. Either
- Each distribution is normal ~s MLL‘) = L‘l)

- There are sufficiently many observations that we can claim meafi of distribution is normal

- Central Limit Theorem: mean of a set of indep observations gets closer to normal with
more samples

4. Our variance estimates equals the ground truth variance
- This assumption is too strong to make approach practical ... we'll modify to remove it later



In Class Assignment 1

Describe a circumstance which explicitly breaks assumption 1 Win our music preference
example.

friends sit together and have similar music interests, so sampling neighbors in class
might introduce dependancy

temporal dependancy between samples (earlier samples influence the later ones)
- can be solved by "blinding" everyone to other's survey responses

temporary dependancy between songs (earlier songs surveyed have higher / lower score)
- have two groups and mix the order in which songs are presented

shouldn't survey the person who selected the song itself



Testing Difference of Mean: Overview (Z. ST \,ﬁqs.@;\
Stp 0: Compute \hat{S}*2, the sample variance of \bar{x} - \bar{y} S

Stag'1 : Compute Z statistic X-J )
Z.=\"" / S
St%: Build distribution of Z statistic under the null’hypothesis Q Lo\ \3

Step 3: Compute p-value

Step 4: Compare p-value to alpha threshold
If p-value < alpha:
reject null hypothesis, claim hypothesis is true
If pvalue >= alpha:
don't reject null hypothesis (no claims made)
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Testing Difference of Mean: Overview (Z. STaT \,ms‘wx A s Moo
H,: =t RS
Step 0: Lom ute\ \t'{S}"Z the sample variance of \bar{x} - \bar{y} S e OF 4>V

Step1'~:\fon'h!ﬁtzp"¥istic > = X - \{/.s (o N2 “1

Step 2: Build distribution of Z statistic under the null hypothe5|s Lo\
Step 3: Compute p-value QrAu :_) CDC ( > gm(s
Step 4: Compare p-valu%&d&?threshold
If p-value < alpha: ICA 1:
reject null hypothesis, claim hypothesis is true Compute a final p-value
If pvalue >= alpha: . . and summarize the results
don't reject null hypothesis (no claims made) of our analysis about

song preFerence
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Testing Difference of means:

Given samples from two distributions, we seek to test if the mean of one is different than other

A
Assumptions: -\ JAQ (75 "\T.)
1. Each observation is independent of all others S ESTMATCS
2. Variance of each distribution is the same
3. Either

- Each distribution is normal

- There are sufficiently many observations that we can claim mean of distribution is normal

- Central Limit Theorem: mean of a set of indep observations gets closer to normal with
more samples

r variance estimates equals the ground truth variance
his assumption is too strong to make approach practical ... we'll modify to remove it later
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Let's summarize ...



Testing Difference of means (T-Test version ... use this one, Z-test only for exposition)
Given samples from two distributions, we seek to test if the mean of one is different than other

3 different hypotheses we can investigate:

\\oip,?py \‘\o'- pn Qp\{ "\°! p*s,‘)'f
W pxé})\, \‘\\’}):Z_Pq \"\“p":ﬁ,‘)‘l

Assumptions:
1. Each observation is independent of all others
2. Variance of each distribution is the same
3. Either
- Each distribution is normal
- There are sufficiently many observations that we can claim mean of distribution is normal
- Central Limit Theorem: mean of a set of indep observations gets closer to normal with
more samples



Testing Difference of Mean: Overview (’\" STAT V&S\o&\ AS o) Moy
_Gv LS

Step 0: Estimate \hat{S}*2, the sample variance of \bar{x} - \bar{y} 5 —;\— T
* Y
Step 1: Compute T statistic X-3) A
T -8 -
Step 2: Build distribution of T statistic under the null’hypothesis T'.._, T <D¢=“ I\ \’-D

o

Step 3: Compute p-value

Step 4: Compare p-value to alpha threshold
If p-value < alpha:
reject null hypothesis, claim hypothesis is true
If pvalue >= alpha:
don't reject null hypothesis (no claims made)
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Somebody (somewhere) thinks starting each day at 4 AM with an ice cold shower will increase
student performance. They conduct an experiment whereagroupofistudentswakesupat4AM
with-an'icy shower while another group of students does not. Their test scores are listed below:

K= aS o 80, 1 {- 00,80, 70, B, 35

Perform a two-sample T test (as shown) which is able to claim that the icy start to the day improves
test scores at the alpha = .05 signifigance level.

1. Express hypotheses (algebraically: H_0: \mu_x > \mu_y while H_1: \mu_x <=\mu_y or similar)
2. Compute \hat{S}*2

3. Compute T statistic

4. Compute P-value

5. Synthesize your analysis with a one sentence summary



AS

A D

O
4



If time in class ...
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WE FOUNDNO WE FOUNDNO WE FOUNDNO WE FOUNDNO WE FOUNDNO
LINK BEMEEN LINK BEWEEN | | LINK BEIWEEN LINK BEVEEN LINK BEWEEN
Jewy BROWN ey PINK JELLY BLE JELY TEAL JELY
(P>0.05). (P>005) (P>0.05). (P>0.05). (P>0.05).
/ / / / /
WE FOUNDNO WE FOONDNO WE FOONDNO WE FOUNDNO WE FONDNO
LINK BETWEEN LINK GETWEEN LINK GETWEEN LINK BEWEEN LINK BETWEEN
SALMON JeLLy RED Jewy TURGUOISE JELLY | | MAGENTA JELLY YELLOW JEwy
ADANE | | BEANS ADANE | | B v B
(P>0.05). (P>005), (P>0.05). (P>0.05). (P>0.05).
/ / / / /
WE FOUNDNO WE FOUNDONO WE FOUNDNO WE FOUND A WE FOUNDNO
LINK BEWEEN LINK BETWEEN LINK BEWEEN LINK BEVEEN LINK BEWEEN
GREvIEUWr | TANJEWY | | OVAN Jewy Jewr MAUVE JELY
(P>005). (P>005). (P>0.05). (P<005), (P>005).
/ / / " ! /
WE FOUNDNO WE FOONDNO WE FOONDNO WE FOUNDNO WE FONDNO
LINK BEWEEN LINK GEWEEN LINK BEWEEN LINK BEWEEN LINK BETWEEN
BelGe JEwy UtAc Jewy BUACK JELY PEACH JeLy ORANGE JELLY
PDACE | | BEANS D ANE G RO [ NE
(P>005). (P>005). (P>0.05), (P>005), (P>005).
/ / / / /
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