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covariance, correlation

fif you'd like to, go play around with:

D CS 2810: Mathematics of Data Models, Section 1

https://tylervigen.com/spurious-correlations
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Covariance

* A covariance measurement tells us about how two random variables vary
together.
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Covariance

A covariance measureme t 5 calculated with the formula

ex P‘c Vel O X
. COV%(, 11[) = E[(X - E[X])(Y E[Y])]
r.J.s Vals o
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| x = 3,315
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ICA Questlon 1: Calculatlng Covarlance

# of
occupants

rent per
person




ICA Questlon 2: Calculatlng Covarlance

G|ve an example data set for which the covariance is 0.
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Covariance

» Positive covariance = relattons\a; )D w/ P 0. 4 lo P—‘-

* Negative covariance = V\L% .5 lo P——k
e zero covariance=_ WM 0O 'Q—\’\\":O‘*sl"iP

\
. Covariance is _2¢WS 'l'\'“\L. to the scale of the underlying data

 The magnitude of the covarj nce tells us M‘HM‘-j about the
slope of the line and _ A u-.j about the degree of fit to the line




Covariance

 Some properties of covariance:

 The covariance of a variable with itself is equal to its variance
e cov(X,X) = Var(X) = 6)2(

e Random variables whose covariance is zero are uncorrelated, but not
necessarily independent

« Random variables that are independent have a covariance of zero

L you aab aloove {80 ov « +¢9+1 T
‘v:'b\]oua’:; (oloﬁ{‘at"
J 7

9



Covariance Matrices

* Given two (or more) variables, we can define a matrix to contain
information about the linear relationships between these variables

 The diagonal in a covariance matrix is the variance of the variables
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Covariance Matrices

e Same deal when we have more than two variables

- (ov(K‘I) CovlX %)
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ICA Questlon 3 Covarlance Matrices

What |s Cov(A D) ‘/

Which pairs of variables might be
] '|ndependent?

- AB

CD

{ WhICh random variable has the
§smallest expected va

B has Ha \T«;" Var.
' \A\L?
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ICA Question 4: Covarlance Matrlces

What mlght the scatter pIot for the glven covariance |
matrlx look like?
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ICA Question 5: Covarlance Matrlces

What mlght the scatter pIot for the glven covariance
gmatrix look like?
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ICA Questlon 6 Covarlance Matrices

What mlght the glven covariance matrlx be for the
ggiven data?
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Correlation — Yearsow' s (ovvelatiom

e Correlation measures the "goodness of fit" about the line that we can
draw through the points in our




Correlation oNE

.......................................................................................................... ‘b

Correlation of yo‘n{‘\‘“—m’- means that we can draw a straight line
with a positive slope through all of itfbe points*. ;l P"’
\MQ"' LW OWlr = |,,¢a o '5‘3&
o'l

it tells us MOMA'“j about the steepness of the line

Any two points always have a correlation of: 1— o S—

The more data that we have, the more confidence we can have in our
predictions, but the correlation number doesn't explicitly tell you how
much data you have
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Correlation

 Covariance l S sensitive to the scale of the data

e Correlation 14 AO ‘)— sensitive to the scale of the data
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Correlation

* Correlation always produces a number in the range of: [-1, 1]

e Ifa straieht line cannot go through all of the data points, the correlation

gets _(locgv to Zeyrp
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Correlation

e Calculating Pearson's Correlation Coefficient:

Vo ctlon
cov(X,Y) A/A‘ et

" v/ Var(X)\/Var(Y) a— ovuml
Aa(‘q
e This will produce a correlation of O if:

Lo o (X,Y) 16 O
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ICA Questlon 7: correlatlon

cov(X,Y)
\/ Var(X )\/ Var(Y)

What is the correlation coeﬁlment for Aand i
| 0.15 |

} AB = -ozST-

¢correlation =

0.25 0.25

-1.25

| 1 -4
#Which line would we "trust the most" for -

§making a prediction of one variable based

fon the other? s




Correlation

* Correlation is still tricky to interpret!

* A line with a correlation of 0.9 might be twice as good to make predictions
with as a line with the correlation 0.64, for instance

 (We'll talk about this more when we talk about RA2)

 Want to know how much to trust your correlation?

L‘) yes, bt howv mveh o{o»'lz\?

e Calculate a p-value!

* We actually do this by getting the t-score and then calculating the p-value
the same way we did before—looking up where we are mAhe t- dlstrlbutlon

D‘\-akl,"o P OLCCOUV\" "b\ow lec\A
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* Test 4: if you have a conflict because of Eid celebrations, send Felix an
email now so that we can get you set up with an alternate time
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Schedule \’\'w g iS "-QL(O&QQJ

Turn in ICA 20 on Canvas (make sure that this is submitted by 2pm!) - passcode is "hi"

Test 4: May 4th from 1 - 3pm in Snell Engineering 108

Mon Tue Wed Thu Fri Sat Sun

April 4th Felix OH Calendly

Lecture 19 - chi-square test, Felix OH Felix OH Lecture 20 - covariance,

Calendly Calendly

multiple comparison correction correlation
April 11th Felix OH Felix OH Felix OH Calendly HW 8 d
Lecture 21 - conditional Calendly Calendly Lecture 22 - conditional @ 1 1.59ue
probabilities, bayes ind., bayes nets -Ipm
April 18th Felix OH Felix OH Felix OH Calendly
No lecture - Patriot's Day Calendly Calendly Lecture 23 - Regression:
RAN2 & F

fgg’:hff t2r:1 - presentations, wrap-u i ELEE

P , WHap=Up 11:59pm

Mini-project due @ 11:45am
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More recommended resources on these topics

« Some slightly aggressive youtube videos (there's a lot of "bam!" sound
effects?)

« StatQuest: Covariance, Clearly Explained!!!
« StatQuest: Pearson's Correlation, Clearly Explained!!!
 YouTube: Brandon Foltz, Statistics 101: The Covariance Matrix

 Website: Statology: How to find the p-value for a correlation coefficient in
Excel
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