an ac “'D(“-l. aMsSwer . 0\
As you get settled... ﬂj,c:f,a, .,,jf» Sian-up after elass ‘

* Get out a place to do today's ICA (8) Lut kd’uo.,uy Jo le{_ \l!
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erte down the available office hours over the weekend.
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/cs2810sp2022 and using the access code c¢s2810_pass
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2 h CS 2810: Mathematics of Data Models, Section 1
%.:;,1: N Ort eaStern Spring 2022 — Felix Muzny
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Projections & Lines of best fit:
Or, how to stop drawing in 3
dimensions and draw In 2 or 1
Instead




Projections

* A projection is a matrix transformation that we can apply to a point as
many times as we'd like and always get the same result out

: Ax":mﬁff?,wl— not apvo (E\_‘

NI I P

« A AAx=0b

T
A=A '1 o' 2} [ ]
, Forexample: A = 3| -

coleale) - )




Projections

* We'll use projection matrices to project vectors in higher-dimensional
space into lower-dimensional space

/4/ SP“M ‘A io!a'uusfou\
]

—A ]




Projections

e Say you have a vector space defined by the following vectors:

=3

L

and
[ ) __2—

A~

. What is the span of { ol 4 12 - a “‘% Zy t)[



Projections

I
(S
D,

. What is the span of {

« Goal: given any new vector b, find the point in the span of ‘@ that is

closestto b




Projections onto a (.'u,

e given any new vector b, what is the
closest point in the span of a’?
let @ = 2 and b = —2

’ 4] 3

« D will be the scaled version of @’ that is

—

the component of b in a

« "¢ will be the vector orthogonal to @’ that

—

"goes to" b




Projections
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Projections onto a line (example)




* Now, suppose that we are projecting

onto the span of {

3-

—

9

3
o]

Ao

2
1

o]

agL

| xy plene

b = | 1| and we'd like to project it

5

onto this span

—

« Goal: find p closestto b with P’ in the
span of @ yand a,
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Projections onto a plane

—

» Goal: find P’ closest to b with P’ in the
span of ayand a,

- - — A Squatt
1. b=p+e /Vua&‘f:)(
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Projections onto a plane

_) ............ _) ........... _) ............................................................... ’ .............. ‘ .............. \ ............................................................................................................................
1. b = p + e A Ao aL 2
\ \ y
2. P = Xyay + x;a; = Ax L
///////
3 ?=?—A R
‘éb Vs O M( +I /'/////
d"’ Vo X A //‘/
SIS g e e
4 7
a, (b-Ax)=0 Awd RERa %




Projections onto a plane

« This leaves us with the components of A

y
as row vectors, but if we take the y

T /
tran.spose (A"), we get column vectors P
again ‘s s

T o ////////
A (b-Ax) :[_'] A
o]
A.\'b 'NAx;[’el X //////j/‘
» /
( 7
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. e :
Matrix Inverses Cos Square wratrices

 We have a notion of complementary matrices that "cancel" each other out

But what does it mean to "cancel out" a matrix?

What we'd like is: 2?2 * Cx = x

LD Sort matriyx W/ Hr Suana- Shaps
oe C

So what matrix can we multiply with x that results in x?

73] - m 13

\:—D%u.o. o‘HM! M\‘f‘. Q Yo e WAL ¢




Matrix Inverses

* The inverse of a square matrix is the matrix that we can multiply it by to
result in the identity matrix

1+ o “Lo"ﬁ

v, o L0
l Oel

. Clc=1

« Which gives us C~!Cx = Ix = x
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A ic madrx Had s tha vectors
Projections onto a plane  defiw +lu, st Hot we e

. So we had the equation A’h = AT Ax
and we are trying ;(I solve for x

Lphuu' ‘oo{‘(‘\ 59 b\/ (A \

(NAY Ao = R A~

(A A = &

 Finally, we can compute the projection X

/7
p by substituting In X to our original 7
/7
observation that p = AX R
7 7/

AN A L
LD(\o thag, tomp. v/ Your ‘°"“|”f)r“’
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ICA Questlon1 what is p when b E Span({ao, a,l})

_Flrst draw a plcture then answer based on the picture. Then, do the math to solve '

tfor . Remewleer: !):F A X

DB = AW ;_
6UE #1 |v\"° #*2 P\ ‘o( bu.M 3

:f [’5] o K:L‘B See net
I 1 5lide.

N -‘\'».» ~_ S R AT SN,
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Prolectlons onto a plane

ICA Questlon 2 what 1S p when b IS orthogonal to aII ai?

L\)OL“ VQA‘DV&
“"Nn{’ OQQC\&“J@— =

| Flrst draw a picture then answer based on the picture. Then do the math to solve ;71
,,..for D to verify your answer.

| = 9Pam'/l '
b -l f -\—f
: LD X
' OwMpoment a‘ll '0 M-Z - 0
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Line of best fit w'—‘“ 10‘\’(\3‘7 on M'”J“‘l(

« We'll want to allow for lines that do not b
go through the origin

 Recall the trick that we used with ................................. ................................. ...........................
perceptrons: add a bias term

* When solving for the line of best fit, we'll
do the same thing!

19



Line of best fit

« When we have a system where Ax = b b
has no solutions

T T T T T T T . . P P PP PP PP PP PP PPN

e (There is no linear combination of x in
the span of A that makes D)

« Model of aline: xy + x;a;, = b

20



Line of best fit

arrarsaransarsnransarsnranssfenranrnrannansnranna s nnanannsin FETTTTTTTr e DT T T T T T T T TP P P PP PP PPN
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Line of best fit

« When we have a system where Ax = b b
has no solutions

T T T T T T T . . P P PP PP PP PP PP PPN

e (There is no linear combination of x in
the span of A that makes D)

« We'll solve Ax = p instead where p is
the projection of b into the columns of A

22



Next time: fitting polynomial lines
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python and matrix math

* Python is a programming language!

|t has some libraries that make doing matrix math quite convenient (and
fast!)

* You all saw python when we looked at the perceptron examples...

* Now we'll take a look at doing some matrix manipulations together

24



python and matrix math

In [1]: 1 dimport numpy as np

In [2]: # building a matrix
A = np.array([[1, 2, 31, [4, 5, 6]1])
# asking for the dimensions of the matrix

A.shape
3)

SHWN =

Outf2]: (

N
-

In [3]: # building a vector
x = np.array([[1, 2, 3]1)

X.shape

3)

W N e

Out[3]: (

In [6]: # getting the transpose of a matrix/vector
print(A.T)

print(A.T.shape)

print(x.T)

print(x.T.shape)

[[1 4]
[2 5]
[3 611

(3, 2)

[[1]
[2]
[31]

(3, 1)

s WNRE=
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python and matrix math

In [8] 1 # doing some matrix multiplies
2 A@x # won't work, shapes don't match!
ValueError Traceback (most recent call last)

<ipython-input-8-23a2bc3ce7ea> in <module>
1 # doing some matrix multiplies
-——=> 2 A @x # won't work, shapes don't match!

ValueError: matmul: Input operand 1 has a mismatch in its core dimension @, with gufunc sig
nature (n?,k),(k,m?)->(n?,m?) (size 1 is different from 3)

In [9]: 1 A@X.T

Out[9]: array([[14],
[32]1)

In [12]: # get the inverse of a matrix
C = np.array([[1, 2], [4, 5]])
C_inv = np.linalg.inv(C)

print(C_inv)

- WN =

[[-1.66666667 ©0.66666667]

1.33333333 -0.33333333]]

~
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Schedule

Turn in ICA 8 on Gradescope
HW 2 is due on Sunday

Quiz-test 1 is in class next Thursday.

< v

Mon

February 7th Felix OH Lecture 8 - line of best fit HW 2 due

Lecture 7 - Vector spaces  cajendly Felix OH Calendly @ 11:59pm
in Snell Engineering 108

Febl‘uar‘g [4”\ i LeCture 10 -
It_)zgiuﬂrte 9 - Polynomial 2:'::“3"; QUIZ 1 (HW 1 - 2), in class

Felix OH Calendly
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